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Preface

Not many technical books continue to be in high demand well
beyond the natural life of their author. It speaks well to the
excellent work done by Abraham Pressman that his book on

switching power supply design, first published in 1977, still enjoys
brisk sales some eight years after his demise at the age of 86. He leaves
us a valuable legacy, well proven by the test of time.

Abraham had been active in the electronics industry for nearly six
decades. For 15 years, up to the age of 83, Abraham had presented
a training course on switching design. I was privileged to know
Abraham and collaborate with him on various projects in his later
years. Abe would tell his students that my book was the second best
book on switching power supplies (not true, but rare and valuable
praise indeed from the old master).

When I started designing switching power supplies in the 1960s,
very little information on the subject was available. It was a new tech-
nology, and the few companies and engineers specializing in this area
were not about to tell the rest of world what they were doing. When
I found Abraham’s book, a veil of secrecy was drawn away, shed-
ding light on this new technology. With the insight provided by Abe,
I moved forward with great strides.

When, in 2000, Abe found he was no longer able to continue with
his training course, I was proud that he asked me to take over his
course notes with a view to continuing his presentation. I found the
volume of information to be daunting, however, and too much for
me to present in four days, although he had done so for many years.
Furthermore, I felt that the notes and overhead slides had deteriorated
too much to be easily readable.

I simplified the presentation and converted it to PowerPoint on my
laptop, and I first presented the modified, three-day course in Boston
in November 2001. There were only two students (most companies
had cut back their training budget), but this poor turnout was more
than compensated for by the attendance of Abraham and his wife
Anne. Abe was very frail by then, and I was so pleased that he lived
to see his legacy living on, albeit in a very different form. I think he was
a bit bemused by the dynamic multimedia presentation, as I leisurely

xxxv
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controlled it from my laptop. I never found out what he really thought
about it, but Anne waved a finger and said, “Abe would stand at the
blackboard with a pointer to do that!”

When McGraw-Hill asked me to co-author the third edition of Abe’s
book, I was pleased to agree, as I believe he would have wanted me to
do that. In the eight years since the publication of the second edition,
there have been many advances in the technology and vast improve-
ments in the performance of essential components. This has altered
many of the limitations that Abe mentions, so this was a good time to
make adjustments and add some new work.

As I reviewed the second edition, a comment made by an English
gardener standing outside his cottage in a country village unchanged
for hundreds of years, came to mind. In response to a new arrival,
a young yuppie who wanted to modernize things, he said, “Look
around you lad, there’s not much wrong wi’it, is there?” This comment
could well be applied to Abe’s previous edition.

For this reason, I decided not to change Abe’s well-proven trea-
tise, except where technology has overtaken his previous work. His
pragmatic approach, dealing with each topology as an independent
entity, may not be in the modern idiom as taught by today’s experts,
but for the ab initio engineer trying to understand the bewildering
array of possible topologies, as well as for the more experienced
engineer, it is a well-proven and effective method. The state-space
averaging models, canonical models, the bilateral inversion tech-
niques, or duality principles so valuable to modern experts in this
field were not for Abraham. His book provides a solid underpinning
of the fundamentals, explaining not only how but also why we do
things. There is time enough later to learn the more modern concepts
from some of the excellent specialist books now available (see the
bibliography).

Abe’s original manuscript was handwritten and painstakingly
typed out by his wife Anne over several years. For this third edi-
tion, McGraw-Hill converted the manuscript to digital files for ease
of editing. This made it easier for Taylor Morey and me to make mi-
nor and mainly cosmetic changes to the text and many corrections to
equations, calculations, and diagrams, some corrupted by the conver-
sion process. We also made adjustments where we felt such changes
would help the flow, making it easier for the reader to follow the pre-
sentation. These changes are transparent to the reader, and they do
not change Abraham’s original intentions.

Where new technology and recent improvements in components
have changed some of the limitations mentioned in the second edition,
you will find my adjusting notes under the heading After Pressman.
Where I felt additional explanations were justified, I have inserted a
Tip or Note.
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I have also added new sections to Chapter 7 and Chapter 9, where
I felt that recent improvements in design methods would be helpful
to the reader and also where improvements in IGBT technology made
these devices a useful addition to the more limited range of devices
previously favored by Abraham. In this way, the original structure
of the second edition remains unchanged, and because the index and
cross references still apply, the reader will find favorite sections in the
same places. Unfortunately, the page numbers did change, as there
was no way to avoid this.

Even if you already have a copy of the second edition of Pressman’s
book, I am sure that with the improvements and additional sections,
you will find the third edition a worthwhile addition to your reference
library. You will also find my book, Switchmode Power Supply Handbook,
Second Edition (McGraw-Hill, 1999), a good companion, providing
additional information with a somewhat different approach to the
subject.
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C H A P T E R 1
Basic Topologies

1.1 Introduction to Linear Regulators
and Switching Regulators of the
Buck Boost and Inverting Types
In this book, we describe many well-known topologies (elemental
building blocks) that are commonly used to implement linear and
switching power supply designs. Each topology has both common
and unique properties, and the experienced designer will choose the
topology best suited for the intended application. However, for those
engineers just starting in this area, the choice may appear rather daunt-
ing. It is worth spending some time to develop a basic understanding
of the properties, because the correct initial choice will avoid wasting
time on a topology that may not be the best for the application.

We will see that some topologies are best used for AC/DC offline
converters at lower output powers (say, < 200 W), whereas others will
be better at higher output powers. Again some will be a better choice
for higher AC input voltages (say, ≥ 220 VAC), whereas others will
be better at lower AC input voltages. In a similar way, some will have
advantages for higher DC output voltages (say, > 200 V), yet others are
preferred at lower DC voltages. For applications where several output
voltages are required, some topologies will have a lower parts count or
may offer a trade-off in parts counts versus reliability, while input or
output ripple and noise requirements will also be an important factor.
Further, some topologies have inherent limitations that require addi-
tional or more complex circuitry, whereas the performance of others
can become difficult to analyze in some situations.

So we should now see how helpful it can be in our initial design
choice to have at least a working knowledge of the merits and lim-
itations of all the basic topologies. A poor initial choice can result
in performance limitation and perhaps in extended design time and
cost. Hence it is well worth the time and effort to get to know the basic
performance parameters of the various topologies.

3
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In this first chapter, we describe some of the earliest and most funda-
mental building blocks that form the basis of all linear and switching
power systems. These include the following regulators:

• Linear regulator

• Buck regulator

• Boost regulator

• Inverting regulator (also known as flyback or buck-boost)

We describe the basic operation of each type, show and explain the
various waveforms, and describe the merits and limitations of each
topology. The peak transistor currents and voltage stresses are shown
for various output power and input voltage conditions. We look at
the dependence of input current on output power and input voltage.
We examine efficiency, DC and AC switching losses, and some typical
applications.

1.2 Linear Regulator—the Dissipative
Regulator
1.2.1 Basic Operation
To demonstrate the main advantage of the more complex switching
regulators, the discussion starts with an examination of the basic prop-
erties of what preceded them—the linear or series-pass regulator.

Figure 1.1a shows the basic topology of the linear regulator. It con-
sists of a transistor Q1 (operating in the linear, or non-switching mode)
to form an electrically variable resistance between the DC source (Vdc)
developed by the 60-Hz isolation transformer, rectifiers, and storage
capacitor C f , and the output terminal at Vo that is connected to the
external load (not shown).

In Figure 1.1a, an error amplifier senses the DC output voltage
Vo via a sampling resistor network R1, R2 and compares it with a
reference voltage Vref. The error amplifier output drives the base of
the series-pass power transistor Q1 via a drive circuit. The phasing is
such that if the DC output voltage Vo tends to increase (say, as a result
of either an increase in input voltage or a decrease in output load
current), the drive to the base of the series-pass transistor is reduced.
This increases the resistance of the series-pass element Q1 and hence
controls the output voltage so that the sampled output continues to
track the reference voltage. This negative-feedback loop works in the
reverse direction for any decreases in output voltage, such that the
error amplifier increases the drive to Q1 decreasing the collector-to-
emitter resistance, thus maintaining the value of Vo constant.
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FIGURE 1.1 (a ) The linear regulator. The waveform shows the ripple
normally present on the unregulated DC input (Vdc). Transistor Q1, between
the DC source at Cf and the output load at Vo , acts as an electrically variable
resistance. The negative-feedback loop via the error amplifier alters the
effective resistance of Q1 and will keep Vo constant, providing the input
voltage sufficiently exceeds the output voltage. (b) Figure 1.1b shows the
minimum input-output voltage differential (or headroom) required in a linear
regulator. With a typical NPN series-pass transistor, a minimum input-output
voltage differential (headroom) of at least 2.5 V is required between Vo and
the bottom of the C f input ripple waveform at minimum Vac input.

In general, any change in input voltage—due to, for example, AC
input line voltage change, ripple, steady-state changes in the input or
output, and any dynamic changes resulting from rapid load changes
over its designed tolerance band—is absorbed across the series-pass
element. This maintains the output voltage constant to an extent de-
termined by the gain in the open-loop feedback amplifier.

Switching regulators have transformers and fast switching actions
that can cause considerable RFI noise. However, in the linear regulator
the feedback loop is entirely DC-coupled. There are no switching ac-
tions within the loop. As a result, all DC voltage levels are predictable
and calculable. This lower RFI noise can be a major advantage in some
applications, and for this reason, linear regulators still have a place in
modern power supply applications even though the efficiency is quite
low. Also since the power losses are mainly due to the DC current and
the voltage across Q1, the loss and the overall efficiency are easily
calculated.
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1.2.2 Some Limitations of the Linear Regulator
This simple, DC-coupled series-pass linear regulator was the basis
for a multi-billion-dollar power supply industry until the early 1960s.
However, in simple terms, it has the following limitations:

• The linear regulator is constrained to produce only a lower reg-
ulated voltage from a higher non-regulated input.

• The output always has one terminal that is common with the
input. This can be a problem, complicating the design when
DC isolation is required between input and output or between
multiple outputs.

• The raw DC input voltage (Vdc in Figure 1.1a ) is usually de-
rived from the rectified secondary of a 60-Hz transformer whose
weight and volume was often a serious system constraint.

• As shown next, the regulation efficiency is very low, resulting in
a considerable power loss needing large heat sinks in relatively
large and heavy power units.

1.2.3 Power Dissipation in the Series-Pass Transistor
A major limitation of a linear regulator is the inevitable and large dis-
sipation in the series-pass element. It is clear that all the load current
must pass through the pass transistor Q1, and its dissipation will be
(Vdc − Vo )( Io ). The minimum differential (Vdc − Vo ), the headroom,
is typically 2.5 V for NPN pass transistors. Assume for now that the
filter capacitor is large enough to yield insignificant ripple. Typically
the raw DC input comes from the rectified secondary of a 60-Hz trans-
former. In this case the secondary turns can always be chosen so that
the rectified secondary voltage is near Vo + 2.5 V when the input AC
is at its low tolerance limit. At this point the dissipation in Q1 will be
quite low.

However, when the input AC voltage is at its high tolerance limit,
the voltage across Q1 will be much greater, and its dissipation will
be larger, reducing the power supply efficiency. Due to the minimum
2.5-volt headroom requirement, this effect is much more pronounced
at lower output voltages.

This effect is dramatically demonstrated in the following examples.
We will assume an AC input voltage range of ±15%. Consider three
examples as follows:

• Output of 5 V at 10 A

• Output of 15 V at 10 A

• Output of 30 V at 10 A
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Assume for now that a large secondary filter capacitor is used such that
ripple voltage to the regulator is negligible. The rectified secondary
voltage range (Vdc) will be identical to the AC input voltage range of
±15%. The transformer secondary voltages will be chosen to yield
(Vo + 2.5 V) when the AC input is at its low tolerance limit of
−15%. Hence, the maximum DC input is 35% higher when the AC
input is at its maximum tolerance limit of +15%. This yields the
following:

Vdc(min)′ Vdc(max)′ Headroom, Pin(max)′ Pout(max)′ Dissipation Efficiency, %
Vo Io , A V V max, V W W Q1max Po /Pin(max)

5.0 10 7.5 10.1 5.1 101 50 51 50

15.0 10 17.5 23.7 8.7 237 150 87 63

30.0 10 32.5 44.0 14 440 300 140 68

It is clear from this example that at lower DC output voltages the
efficiency will be very low. In fact, as shown next, when realistic input
line ripple voltages are included, the efficiency for a 5-volt output with
a line voltage range of ±15% will be only 32 to 35%.

1.2.4 Linear Regulator Efficiency vs. Output Voltage
We will consider in general the range of efficiency expected for a range
of output voltages from 5 V to 100 V with line inputs ranging from
±5 to ±15% when a realistic ripple value is included.

Assume the minimum headroom is to be 2.5 V, and this must be
guaranteed at the bottom of the input ripple waveform at the lower
limit of the input AC voltages range, as shown in Figure 1.1b. Regula-
tor efficiency can be calculated as follows for various assumed input
AC tolerances and output voltages.

Let the input voltage range be ±T% about its nominal. The trans-
former secondary turns will be selected so that the voltage at the
bottom of the ripple waveform will be 2.5 V above the desired output
voltage when the AC input is at its lower limit.

Let the peak-to-peak ripple voltage be Vr volts. When the input AC
is at its low tolerance limit, the average or DC voltage at the input to
the pass transistor will be

Vdc = (Vo + 2.5 + Vr/2) volts

When the AC input is at its high tolerance limit, the DC voltage at the
input to the series-pass element is

Vdc(max) = 1 + 0.01T
1 − 0.01T

(Vo + 2.5 + Vr /2)
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FIGURE 1.2 Linear regulator efficiency versus output voltage. Efficiency
shown for maximum Vac input, assuming a 2.5-V headroom is maintained
at the bottom of the ripple waveform at minimum Vac input. Eight volts
peak-to-peak ripple is assumed at the top of the filter capacitor. (From Eq. 1.2)

The maximum achievable worst-case efficiency (which occurs at max-
imum input voltage and hence maximum input power) is

Efficiencymax = Po

Pin(max)
= Vo Io

Vdc(max)Io
= Vo

Vdc(max)
(1.1)

= 1 − 0.01T
1 + 0.01T

(
Vo

Vo + 2.5 + Vr /2

)
(1.2)

This is plotted in Figure 1.2 for an assumed peak-to-peak (p/p) ripple
voltage of 8 V. It will be shown that in a 60-Hz full-wave rectifier,
the p/p ripple voltage is 8 V if the filter capacitor is chosen to be of
the order of 1000 microfarads (μF) per ampere of DC load current, an
industry standard value.

It can be seen in Figure 1.2 that even for 10-V outputs, the efficiency
is less than 50% for a typical AC line range of ±10%. In general it
is the poor efficiency, the weight, the size, and the cost of the 60-Hz
input transformer that was the driving force behind the development
of switching power supplies.
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However, the linear regulator with its lower electrical noise still has
applications and may not have excessive power loss. For example,
if a reasonably pre-regulated input is available (frequently the case
in some of the switching configurations to be shown later), a liner
regulator is a reasonable choice where lower noise is required. Com-
plete integrated-circuit linear regulators are available up to 3-A output
in single plastic packages and up to 5 A in metal-case integrated-
circuit packages. However, the dissipation across the internal series-
pass transistor can still become a problem at the higher currents. We
now show some methods of reducing the dissipation.

1.2.5 Linear Regulators with PNP Series-Pass
Transistors for Reduced Dissipation

Linear regulators using PNP transistors as the series-pass element can
operate with a minimum headroom down to less than 0.5 V. Hence
they can achieve better efficiency. Typical arrangements are shown in
Figure 1.3.

With an NPN series-pass element configured as shown in Figure
1.3a, the base current (Ib) must come from some point at a potential
higher than Vo + Vbe, typically Vo + 1 volts. If the base drive comes
through a resistor as shown, the input end of that resistor must come
from a voltage even higher than Vo +1. The typical choice is to supply
the base current from the raw DC input as shown.

A conflict now exists because the raw DC input at the bottom of
the ripple waveform at the low end of the input range cannot be per-
mitted to come too close to the required minimum base input voltage
(say, Vo + 1). Further, the base resistor Rb would need to have a very
low value to provide sufficient base current at the maximum output
current. Under these conditions, at the high end of the input range
(when Vdc − Vo is much greater), Rb would deliver an excessive drive
current; a significant amount would have to be diverted away into
the current amplifier, adding to its dissipation. Hence a compromise
is required. This is why the minimum header voltage is selected to
be typically 2.5 V in this arrangement. It maintains a more constant
current through Rb over the range of input voltage.

However, with a PNP series-pass transistor (as in Figure 1.3b), this
problem does not exist. The drive current is derived from the common
negative line via the current amplifier. The minimum header voltage
is defined only by the knee of the Ic versus Vce characteristic of the
pass transistor. This may be less than 0.5 V, providing higher efficiency
particularly for low-voltage, high-current applications.

Although integrated-circuit linear regulators with PNP pass transis-
tors are now available, they are intrinsically more expensive because
the fabrication is more difficult.
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FIGURE 1.3 (a ) A linear regulator with an NPN series-pass transistor. In
this example, the base drive is taken from Vdc via a resistor Rb . A typical
minimum voltage of 1.5 V is required across Rb to supply the base current,
which when added to the base-emitter drop makes a minimum header
voltage of 2.5 V. (b) Linear regulator with a PNP series-pass transistor. In
this case the base drive (Ib) is derived from the negative common line via
the drive circuit. The header voltage is no longer restricted to a minimum
of 2.5 V, and much lower values are possible.

Similar results can be obtained with NPN transistors by fitting the
transistor in the negative return line. This requires the positive line to
be the common line. (Normally this would not be a problem in single
output supply.)

This completes our overview of linear regulators and serves to
demonstrate some of the reasons for moving to the more compli-
cated switching methods for modern, low-weight, small, and efficient
power systems.

1.3 Switching Regulator Topologies
1.3.1 The Buck Switching Regulator
The high dissipation across the series-pass transistor in a linear regu-
lator and the large 60-Hz transformer required for line operation made
linear regulators unattractive for modern electronic applications.
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Further, the high power loss in the series device requires a large heat
sink and large storage capacitors and makes the linear power supply
disproportionately large.

As electronics advanced, integrated circuits made the electronic sys-
tems smaller. Typically, linear regulators could achieve output power
densities of 0.2 to 0.3 W/in3, and this was not good enough for the
ever smaller modern electronic systems. Further, linear power sup-
plies could not provide the extended hold-up time required for the
controlled shutdown of digital storage systems.

Although the technology was previously well known, switching
regulators started being widely used as alternatives to linear reg-
ulators only in the early 1960s when suitable semiconductors with
reasonable performance and cost became available. Typically these
new switching supplies used a transistor switch to generate a square-
waveform from a non-regulated DC input voltage. This square wave,
with adjustable duty cycle, was applied to a low pass output power
filter so as to provide a regulated DC output.

Usually the filter would be an inductor (or more correctly a choke,
since it had to support some DC) and an output capacitor. By varying
the duty cycle, the average DC voltage developed across the output
capacitor could be controlled. The low pass filter ensured that the DC
output voltage would be the average value of the rectangular voltage
pulses (of adjustable duty cycle) as applied to the input of the low pass
filter. A typical topology and waveforms are shown later in Figure 1.4.

With appropriately chosen low pass inductor/capacitor (LC) fil-
ters, the square-wave modulation could be effectively minimized, and
near-ripple-free DC output voltages, equal to the average value of
the duty-cycle-modulated raw DC input, could be provided. By sens-
ing the DC output voltage and controlling the switch duty cycle in
a negative-feedback loop, the DC output could be regulated against
input line voltage changes and output load changes.

Modern very high frequency switching supplies are currently
achieving up to 20 W/in3 compared with 0.3 W/in3 for the older linear
power supplies. Further, they are capable of generating a multiplicity
of isolated output voltages from a single input. They do not require a
50/60-Hz isolation power transformer, and they have efficiencies from
70% up to 95%. Some DC/DC converter designers are claiming load
power densities of up to 50 W/in3 for the actual switching elements.

1.3.1.1 Basic Elements and Waveforms of a Typical Buck Regulator

After Pressman In the interest of simplicity, Mr. Pressman describes
fixed-frequency operation for the following switching regulator examples. In
such regulators the on period of the power device (Ton) is adjusted to maintain
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FIGURE 1.4 Buck switching regulator and typical waveforms.

regulation, while the total cycle period (T) is fixed, and the frequency is thus
fixed at 1/T.

The ratio Ton/T is normally referred to as the duty ratio or duty cycle (D)
in many modern treatises. In other books on the subject, you may find this
shown as Ton/(Ton+ Toff), where Toff is the off period of the power device so
that Ton +Toff =T. Operators D and M are also used in various combinations
but essentially refer to the same quantity.

Bear in mind that other modes of operation can be and are used. For exam-
ple, the on period can be fixed and the frequency changed, or a combination
of both may be employed.

The terms dI, di, dV, dv, dT and dt are used somewhat loosely in this book
and normally refer to the changes �I, �V, and �t, where, for example, in the
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limit, �I/�t goes to the derivative di/dt, giving the rate of change of current
with time or the slope of the waveform. Since in most cases the waveform
slopes are linear the result is the same so this becomes a moot point. ∼K.B.

1.3.1.2 Buck Regulator Basic Operation
The basic elements of the buck regulator are shown in Figure 1.4.
Transistor Q1 is switched hard “on” and hard “off” in series with the
DC input Vdc to produce a rectangular voltage at point V1. For fixed-
frequency duty-cycle control, Q1 conducts for a time Ton (a small part
of the total switching period T). When Q1 is “on,” the voltage at V1 is
Vdc, assuming for the moment the “on” voltage drop across Q1 is zero.

A current builds up in the series inductor Lo flowing toward the out-
put. When Q1 turns “off,” the voltage at V1 is driven rapidly toward
ground by the current flowing in inductor Lo and will go negative un-
til it is caught and clamped at about −0.8 V by diode D1 (the so-called
free-wheeling diode).

Assume for the moment that the “on” drop of diode D1 is zero. The
square voltage shown in Figure 1.4b would be rectangular, ranging
between Vdc and ground, (0 V) with a “high” period of Ton. The average
value of this rectangular waveform is VdcTon/T. The low pass LoCo
filter in series between V1 and the output V extracts the DC component
and yields a clean, near-ripple-free DC voltage at the output with a
magnitude Vo of VdcTon/T.

To control the voltage, Vo is sensed by sampling resistors R1 and R2
and compared with a reference voltage Vref in the error amplifier (EA).
The amplified DC error voltage Vea is fed to a pulse-width-modulator
(PWM). In this example the PWM is essentially a voltage compara-
tor with a sawtooth waveform as the other input (see Figure 1.4a ).
This sawtooth waveform has a period T and amplitude typically in
the order of 3 V. The high-gain PWM voltage comparator generates a
rectangular output waveform (Vwm, see Figure 1.4c) that goes high at
the start of the sawtooth ramp, and goes low the instant the ramp volt-
age crosses the DC voltage level from the error-amplifier output. The
PWM output pulse width (Ton) is thus controlled by the EA amplifier
output voltage.

The PWM output pulse is fed to a driver circuit and used to control
the “on” time of transistor switch Q1 inside the negative-feedback
loop. The phasing is such that if Vdc goes slightly higher, the EA DC
level goes closer to the bottom of the ramp, the ramp crosses the EA
output level earlier, and the Q1 “on” time decreases, maintaining the
output voltage constant. Similarly, if Vdc is reduced, the “on” time of
Q1 increases to maintain Vo constant. In general, for all changes, the
“on” time of Q1 is controlled so as to make the sampled DC output
voltage Vo R2/(R1 + R2) closely track the reference voltage Vref.
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1.3.2 Typical Waveforms in the Buck Regulator
In general, the major advantage of the switching regulator technique
over its linear counterpart is the elimination of the power loss intrinsic
in the linear regulator pass element.

In the switching regulator the pass element is either fully “on” (with
very little power loss) or fully “off” (with negligible power loss). The
buck regulator is a good example of this—it has low internal losses
and hence high power conversion efficiency.

However, to fully appreciate the subtleties of its operation, it is
necessary to understand the waveforms and the magnitude and tim-
ing of the currents and voltages throughout the circuit. To this end
we will look in more detail at a full cycle of events starting when
Q1 turns fully “on.” For convenience we will assume ideal compo-
nents and steady-state conditions, with the amplitude of the input
voltage Vdc constant, exceeding the output voltage Vo , which is also
constant.

When Q1 turns fully “on,” the supply voltage Vdc will appear across
the diode D1 at point V1. Since the output voltage Vo is less than Vdc,
the inductor Lo will have a voltage impressed across it of (Vdc − Vo ).
With a constant voltage across the inductor, its current rises linearly
at a rate given by di/dt = (Vdc − Vo )/Lo . (This is shown in Figure 1.4d
as a ramp that sits on top of the step current waveform.)

When Q1 turns “off,” the voltage at point V1 is driven toward
zero because it is not possible to change the previously established
inductor current instantaneously. Hence the voltage polarity across
Lo immediately reverses, trying to maintain the previous current.
(This polarity reversal is often referred to as the flyback or inductive
kickback effect of the inductor.) Without diode D1, V1 would have
gone very far negative, but with D1 fitted as shown, as the V1 volt-
age passes through zero, D1 conducts and clamps the left side of
Lo at one diode drop below ground. The voltage across the inductor
has now reversed, and the current in the inductor and D1 will ramp
down, returning to its original starting value, during the “off” period
of Q1.

More precisely, when Q1 turns “off,” the current I2 (which had
been flowing in Q1, Lo and the output capacitor Co and the load just
prior to turning “off”) is diverted and now flows through diode D1,
Lo and the output capacitor and load, as shown in Figure 1.4e. The
voltage polarity across Lo has reversed with a magnitude of (Vo + 1).
The current in Lo now ramps down linearly at a rate defined by the
equation di/dt = (Vo +1)/Lo . This is the downward ramp that sits on a
step in Figure 1.4e. Under steady-state conditions, at the end of the Q1
“off” time, the current in Lo will have fallen to I1 and is still flowing
through D1, Lo and the output capacitor and load.
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Note Notice the input current is discontinuous with a pulse-like
characteristic, whereas the output current remains nearly continuous with
some relatively small ripple component depending on the value of Lo and
Co . ∼ K.B.

Now when Q1 turns “on” again, it initially supplies current into
the cathode of D1, displacing its previous forward current. While the
current in Q1 rises toward the previous value of I1, the forward D1
current will be displaced, and V1 rises to near Vdc, back-biasing D1.
Because Q1 is switched “on” hard, this recovery process is very rapid,
typically less than 1 μs.

Notice that the current in Lo is the sum of the Q1 current when it
is “on” (see Figure 1.4d) plus the D1 current when Q1 is “off.” This is
shown in Figure 1.4 f as IL,o . It has a DC component and a triangular
waveform ripple component (I2 − I1) centered on the mean DC out-
put current Io . Thus the value of the current at the center of the ramp
in Figure 1.4d and 1.4e is simply the DC mean output current Io . As
the load resistance and hence load current is changed, the center of
the ramp (the mean value) in either Figure 1.4d or 1.4e moves, but the
slopes of the ramps remain constant, because during the Q1 “on” time,
the ramp rate in Lo remains the same at (Vdc − Vo )/Lo, and during the
Q1 “off” time, it remains the same at (Vo + 1)/L as the load current
changes, because the input and output voltages remain constant.

Because the p-p ripple current remains constant regardless of the
mean output current, it will be seen shortly that when the DC current
Io is reduced to the point where the lower value of the ripple current
in Figure 1.4d and 1.4e just reaches zero (the critical load current),
there will be a drastic change in performance. (This will be discussed
in more detail later.)

1.3.3 Buck Regulator Efficiency
To get a general feel for the intrinsic power loss in the buck regulator
compared with a linear regulator, we will start by assuming ideal com-
ponents for transistor Q1 and diode D1 in both topologies. Using the
currents shown in Figure 1.4d and 1.4e, the typical conduction losses
in Q1 and free-wheeling diode D1 can be calculated and the efficiency
obtained. Notice that when Q1 is “off,” it operates at a maximum volt-
age of Vdc but at zero current. When Q1 is “on,” current flows, but the
voltage across Q1 is zero. At the same time, D1 is reverse-biased at a
voltage of Vdc but has zero current. (Clearly, if Q1 and D1 were ideal
components, the currents would flow through Q1 and D1 with zero
voltage drop, and the loss would be zero.)

Hence unlike the linear regulator, which has an intrinsic loss even
with ideal components, the intrinsic loss in a switching regulator with
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ideal components is zero, and the efficiency is 100%. Thus in the buck
regulator, the real efficiency depends on the actual performance of
the components. Since improvements are continually being made in
semiconductors, we will see ever higher efficiencies.

To consider more realistic components, the losses in the buck circuit
are the conduction losses in Q1 and D1 and the resistive winding loss
in the choke. The conduction losses, being related to the mean DC
currents, are relatively easy to calculate. To this we must add the AC
switching losses in Q1 and D1, and the AC induced core loss in the
inductor, so the switching loss is more difficult to establish.

The switching loss in Q1 during the turn “on” and turn “off” tran-
sitions is a result of the momentary overlap of current and voltage
during the switching transitions. Diode D1 also has switching loss
associated with the reverse recovery action of the diode, where again
there is a condition of voltage and current stress during the transitions.
The ripple waveform in the inductor Lo results in hysteretic and eddy
current loss in the core material. We will now calculate some typical
losses.

1.3.3.1 Calculating Conduction Loss and
Conduction-Related Efficiency

By neglecting second-order effects and AC switching losses, the
conduction loss can be quite easily calculated. It can be seen from
Figure 1.4d and 1.4e that the average currents in Q1 and D1 during
their conduction times of Ton and Toff are the values at the center of
the ramps or Io , the mean DC output current. These currents flow at
a forward voltage of about 1 V over a wide range of currents. Thus
conduction losses will be approximately

Pdc = L(Q1) + L(D1) = 1Io
Ton

T
+ 1Io

Toff

T
= 1Io

Therefore, by neglecting AC switching losses, the conduction-related
efficiency would be

Conduction Efficiency = Po

Po + losses
= Vo Io

Vo Io + 1Io
= Vo

Vo + 1
(1.3)

1.3.4 Buck Regulator Efficiency Including
AC Switching Losses

After Pressman The switching loss is much more difficult to establish,
because it depends on many variables relating to the performance of the
semiconductors and to the methods of driving the switching devices. Other
variables, related to the actual power circuit designs, include the action of any
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snubbers, load line shaping, and energy recovery arrangements. It depends on
what the designer may choose to use in a particular design. (See Chapter 11.)

Unless all these things are considered, any calculations are at best only a
very rough approximation and can be far from the real values found in the
actual design, particularly at high frequencies with the very fast switching
devices now available.

After Pressman I leave Mr. Pressman’s original calculations, shown
next, untouched except for some minor editing, because they serve to il-
lustrate the root cause of the switching loss. However, I would recommend
that the reader consider using more practical methods to establish the real
loss. Many semiconductor manufacturers now provide switching loss equa-
tions for their switching devices when recommended drive conditions are
used, particularly the modern fast IGBTs (Insulated Gate Bipolar Transis-
tors). Some fast digital oscilloscopes claim that they will actually measure
switching loss, providing the real-time device current and voltage is accu-
rately provided to the oscilloscope. (Doing this can also be problematical at
very high frequency.)

The method I prefer, which is unquestionably accurate, is to measure the
temperature rise of the device in question in a working model. The model
must include all the intended snubbers and load line shaping circuits, etc.
Replacing the AC current in the device with a DC current to obtain the same
temperature rise will provide a direct indication of power loss by simple DC
power measurements. This method also allows easy optimization of the drive
and load line shaping, which can be dynamically adjusted during operation
for minimum temperature rise and hence minimum switching loss. ∼ K.B.

Mr. Pressman continues as follows:

Alternating-current switching loss (or voltage/current overlap loss)
calculation depends on the shape and timing of the rising and falling
voltage and current waveforms. An idealized linear example—which
is unlikely to exist in practice—is shown in Figure 1.5a and serves to
illustrate the principle.

Figure 1.5a shows the best-case scenario. At the turn “on” of the
switching device, the voltage and current start changing simulta-
neously and reach their final values simultaneously. The current
waveform goes from 0 to Io , and voltage across Q1 goes from a max-
imum of Vdc down to zero. The average power during this switching
transition is P(Ton) = ∫ Ton

0 IV dt = Io Vdc/6, and the power averaged
over one complete period is (Io Vdc/6)(Ton/T).

Assuming the same scenario of simultaneous starting and ending
points for the current fall and voltage rise waveforms at the turn “off”
transition, the voltage/current overlap dissipation at this transition
is given by P(Toff) = ∫ Toff

0 IV dt = Io Vdc/6 and this power averaged
over one complete cycle is (Io Vdc/6)(Toff/T).
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FIGURE 1.5 Idealized transistor switching waveforms. (a ) Waveforms show
the voltage and current transitions starting and ending simultaneously.
(b) Waveforms show the worst-case scenario, where at turn “on” voltage
remains constant at Vdc(max) until current reaches its maximum. At turn “off,”
the current remains constant at Io until Q1 voltage reaches its maximum
of Vdc.

Assuming Ton = Toff = Ts , the total switching losses (the sum of
turn “off” and turn “on” losses) are Pac = (Vdc Io Ts)/3T, and efficiency
is calculated as shown next in Eq. 1.4.

Efficiency = Po

Po + DC losses + AC losses

= Vo Io

Vo Io + 1Io + Vdc Io Ts/3T
(1.4)

= Vo

Vo + 1 + VdcTs/3T

It would make an interesting comparison to calculate the efficiency
of the buck regulator and compare it with that of a linear regulator.
Assume the buck regulator provides 5 V from a 48-V DC input at
50-kHz switching frequency (T = 20 μs).
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If there were no AC switching losses and a switching transition
period Ts of 0.3 μs were assumed, Eq. 1.3 would give a conduction
loss efficiency of

Efficiency = 5
5 + 1

= 83.3%

If switching losses for the best-case scenario as shown in Figure 1.5a
were assumed, for Ts = 0.3 μs and T = 20 μs, Eq. 1.4 would give a
switching-related efficiency of

Efficiency = 5
5 + 1 + 48 × 0.3/3 × 20

= 5
5 + 1 + 0.24

= 5
5 + 1.24

= 80.1%

If a worst-case scenario were assumed (which is closer to reality),
as shown in Figure 1.5b, efficiencies would lower. In Figure 1.5b it is
assumed that at turn “on” the voltage across the transistor remains
at its maximum value (Vdc) until the on-turning current reaches its
maximum value of Io . Then the voltage starts falling. To a close ap-
proximation, the current rise time Tcr will equal voltage fall time. Then
the turn “on” switching losses will be

P(Ton) = Vde Io

2
Tcr

T
+ Io Vdc

2
Tvf

T

also for Tcr = Tvf = Ts , P(Ton) = Vdc Io (Ts/T).
At turn “off” (as seen in Figure 1.5b), we may assume that current

hangs on at this maximum value Io until the voltage has risen to its
maximum value of Vdc in a time Tvr. Then current starts falling and
reaches zero in a time Tcf. The total turn “off” dissipation will be

P(Toff) = Io Vdc

2
Tvr

T
+ Vdc Io

2
Tcf

T

With Tvr = Tcf = Ts , P(Toff) = Vdc Io (Ts/T). The total AC losses (the
sum of the turn “on” plus the turn “off” losses) will be

Pac = 2Vdc Io
Ts

T
(1.5)

and the total losses (the sum of DC plus AC losses) will be

Pt = Pdc + Pac = 1Io + 2Vdc Io
Ts

T
(1.6)
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and the efficiency will be

Efficiency = Po

Po + Pt
= Vo Io

Vo Io + 1Io + 2Vdc Io Ts/T

= Vo

Vo + 1 + 2VdcTs/T
(1.7)

Hence in the worst-case scenario, for the same buck regulator with
Ts = 0.3 μs, the efficiency from Eq. 1.7 will be

Efficiency = 5
5 + 1 + 2 × 48 × 0.3/20

= 5
5 + 1 + 1.44

= 5
5 + 1 + 2.44

= 67.2%

Comparing this with a linear regulator doing the same job (bringing
48 V down to 5 V), its efficiency (from Eq. 1.1) would be Vo/Vdc(max),
or 5/48; this is only 10.4% and is clearly unacceptable.

1.3.5 Selecting the Optimum
Switching Frequency

We have seen that the output voltage of the buck regulator is given
by the equation Vo = VdcTon/T. We must now decide on a value for
this period and hence the operating frequency.

The initial reaction may be to minimize the size of the filter compo-
nents Lo , Co by using as high a frequency as possible. However, using
higher frequencies does not necessarily minimize the overall size of
the regulator when all factors are considered.

We can see this better by examining the expression for the AC losses
shown in Eq. 1.5, Pac = 2Vdc Io

Ts
T . We see that the AC losses are in-

versely proportional to the switching period T . Further, this equation
only shows the losses in the switching transistor; it neglects losses
in the free-wheeling diode D1 due to its finite reverse recovery time
(the time required for the diode to cease conducting reverse current,
measured from the instant it has been subjected to a reverse bias volt-
age). The free-wheeling diode can dissipate significant power and
should be of the ultrafast soft recovery type with minimum recovered
charge. The reverse recovery time will typically be 35 ns or less.

In simple terms, the more switching transitions there are in a partic-
ular period, the more switching loss there will be. As a result there is a
trade-off—decreasing the switching period T (increasing the switch-
ing frequency) may well decrease the size of the filter elements, but it
will also add to the total losses and may require a larger heat sink.
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In general, although the overall volume of the buck regulator will
be lower at a higher frequency, the increase in the switching loss and
the more stringent high-frequency layout and component-selection
requirements make the final choice a compromise among all the op-
posing elements.

Note The picture is constantly changing as better, lower cost, and faster
transistors and diodes are developed. My choice at the present stage of the
technology is to design below 100 kHz, as this is less demanding on component
selection, layout, and transformer/inductor designs. As a result it is probably
lower cost. Generally speaking, higher frequencies absorb more development
time and require more experience. However, efficient commercial designs are
on the market operating well into the MHz range. The final choice is up
to the designer, and I hesitate to recommend a limit because technology is
constantly changing toward higher frequency operation. ∼ K.B.

1.3.6 Design Examples
1.3.6.1 Buck Regulator Output Filter Inductor (Choke) Design

Note The output inductor and capacitor may be considered a low pass
filter, and it is normally treated in this way for transfer function and loop
compensation calculations.

However, at this stage, the reader may prefer to look upon the inductor as
a device that tends to maintain the current reasonably constant during the
switching action. (That is, it stores energy when the power device is “on”
and transfers this energy to the output when the power device is “off.”)

I prefer the term choke for the power inductor, because in this application
it must support an element of DC current as well as the applied AC voltage
stress. It will be shown later (Chapter 7) that the design of pure inductors
(with zero DC current component) is quite different from the design of chokes,
with their relatively large DC current component.

In the following section Mr. Pressman outlines the parameters that control
the design and selection of this critical part. ∼ K.B.

The current waveform of the output inductor (choke) is shown in
Figure 1.4 f , and its characteristic “dual ramp” shape is defined in
Section 1.3.2. Notice that the current amplitude at the center of the
ramp is the mean value equal to the DC output current Io .

We have seen that as the DC output load current decreases, the slope
of the ramp remains constant (because the voltage across Lo remains
constant). But as the mean load current decreases, the ripple current
waveform moves down toward zero.

At a load current of half the peak-to-peak magnitude of the ramp,
Io = ( I2 − I1)/2dI, the lower point of the ramp just touches zero.
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At this point, the current in the inductor is zero and its stored energy
is zero. (The inductor is said to have “run dry.”) If the load current
is further reduced, there will be a period when the inductor current
remains at zero for a longer period and the buck regulator enters into
the “discontinuous current” operating mode. This is an important
transition because a drastic change occurs in the current and voltage
waveforms and in the closed loop transfer function.

This transition to the discontinuous mode can be seen in the real-
time oscilloscope picture of Figure 1.6a . This shows the power switch
current waveforms for a buck regulator operating at 25 kHz with an
input voltage of 20 V and an output of 5 V as the load current is
reduced from a nominal current of 5 A down to about 0.2 A.

The top two waveforms have the characteristic ramp-on-a-step
waveshape with the step size reducing as the load current is reduced.
The current amplitude at the center of the ramp indicates the effective
DC output current.

In the third waveform, where Io = 0.95 A, the step has gone and
the front end of the ramp starts at zero current. This is the critical load
current indicating the start of the discontinuous current mode (or run-
dry mode) for the inductor. Notice that in the first three waveforms,
the Q1 “on” time is constant, but decreases drastically as the current
is further reduced, moving deeper into the discontinuous mode.

In this example, the control loop has been able to maintain the out-
put voltage constant at 5 V throughout the full range of load currents,
even after the inductor has gone discontinuous. Hence it would be
easy to assume that there is no problem in permitting the inductor
to go discontinuous. In fact there are changes in the transfer function
(discussed next) that the control loop must be able to accommodate.
Further, the transition can become a major problem in the boost-type
topologies discussed later.

For the buck regulator, however, the discontinuous mode is not
considered a major problem. For load currents above the onset of the
discontinuous made, the DC output voltage is given by Vo = V1Ton/T.

Notice the load current is not a parameter in this equation, so the
voltage remains constant with load current changes without the need
to change the duty ratio. (The effective output resistance of the buck
regulator is very low in this region.) In practice the “on” time changes
slightly as the current changes, because the forward drop across Q1
and the inductor resistance change slightly with current, requiring a
small change in Ton.

If the load is further reduced so as to enter discontinuous mode, the
transfer function changes drastically and the previous equation for
output voltage (Vo = V1Ton/T) no longer applies. This can be seen in
the bottom two waveforms of Figure 1.6a . Notice the “on” time of Q1
has decreased and has become a function of the DC output current.
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FIGURE 1.6 A 25-kHz buck regulator, showing the transition from the
continuous mode to the discontinuous mode at the critical load current, with
the inductor Lo running dry. Note, in Figure 1.6a, line three above, that the “on”
time remains constant only so long as the inductor is in the continuous mode.
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TIP The ratio Ton/T is normally referred to as the duty ratio D. The voltage
formula for continuous operation is simply Vo = V1.D. However, for dis-
continuous operation, the duty ratio becomes a function of the load current,
and the situation is much more complicated. In the discontinuous mode, the
output voltage Vo is given by the formula

Vo = V1.2D
D + (D2 + (8L/RT))1/2

Since the control loop will maintain the output voltage constant, the effec-
tive value of the load resistance R will be inversely proportional to the load
current. Hence by holding Vo, V1, L, and T constant, to maintain the voltage
constant, requires that the remaining variable (the duty ratio D) must change
with load current.

At the critical transition current, the transfer function will change from
continuous mode in which the duty ratio remained constant with load change
(zero output impedance) to the discontinuous mode in which the duty ratio
must change with reducing load current (a finite output impedance). Hence
in the discontinuous mode, the control loop must work much harder, and the
transient performance will be degraded. ∼ K.B.

Dynamically, at load currents above the onset of the discontinu-
ous mode, the output L/C filter automatically accommodated out-
put current changers by changing the amplitude of the step part of
the ramp-on-step waveforms shown in the Q1 and D1 waveforms of
Figures 1.4d and 1.4e. To the first order, it could do this without chang-
ing the Q1 “on” time.

The DC output current is the time average of the Q1 and D1 ramp
current. Notice that in Figure 1.6a, line three and line four, that at lower
currents where the inductor has gone discontinuous and the step part
of the latter waveforms has gone to zero, the only way the current
can decrease further is to decrease the Q1 “on” time. The negative-
feedback loop automatically adjusts the duty ratio to achieve this.

The dramatic change in the waveforms can be seen very clearly
between Figure 1.7a (for the critical current condition) and Figure 1.7b
(for the discontinuous condition). Figure 1.7b(2) shows the D1 current
going to zero just before Q1 turns “on” (the inductor has dried out and
gone discontinuous). With zero current in Lo , the output voltage will
seek to appear at the emitter of Q1. However, the sudden transition
results in a decaying voltage “ring,” at a frequency determined by Lo
and the distributed capacitance looking into the D1 cathode and Q1
emitter junction at point V1. This is shown in Figure 1.7b(1).

TIP Although the voltage ring is not damaging, in the interest of RFI
reduction, it should be suppressed by a small R/C snubber across D1. ∼ K.B.
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FIGURE 1.7 A 25-kHz buck regulator with typical waveforms. Q1 emitter
voltage waveforms and D1 current waveforms for continuous conduction at
the critical current (a ) and in the discontinuous mode (b).

1.3.6.2 Designing the Inductor to Maintain
Continuous Mode Operation

Although we have shown that operating in the discontinuous mode
is not necessarily a major problem in the buck regulator, it can become
a problem in some applications, particularly in boost-type topologies.
The designer has the option to design the inductor so that it remains
in the continuous mode for the full range of expected (but limited)
load currents, as described next.
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In this example the inductor will be chosen so that the current re-
mains continuous if the DC output current stays above a specified
minimum value. (Typically this is chosen to be around 10% of the
rated load current, or 0.1 Ion, where “Ion” is defined as the nominal
output current.)

The inductor current ramp is dI = ( I2 − I1), as shown in Figure 1.4d.

Since the onset of the discontinuous mode occurs at a DC current of
half this amplitude, then

Io (min) = 0.1Ion = ( I2 − I1)/2 or ( I2 − I1) = dI = 0.2Ion

Also

dI = VL Ton/L = (V1 − Vo )Ton/L

where V1 is voltage at the input of Q1 and is very close to Vdc, then

L = (Vdc − Vo )Ton

d I
= (Vdc − Vo )Ton

0.2Ion

where Ton = Vo T/Vdc and Vdcn and Ion are nominal values, then

L = 5(Vdcn − Vo )Vo T
Vdcn Ion

(1.8)

Thus, if L is selected from Eq. 1.8, then

dI = ( I2 − I1) = 0.2Ion

where Ion is the center of the inductor current ramp at nominal DC
output current.

Since the inductor current will swing ±10% around its center value
Ion, the inductor must be designed so that it does not significantly
saturate at a current of at least 1.1 Ion.

Chapter 7, Section 7.6 provides information for the optimum design
of inductors and chokes.

1.3.6.3 Inductor (Choke) Design
In the preceding example, continuous mode operation is required, so
the current must not reach zero for the full range of load currents.
Thus the inductor must support a DC current component and should
be designed as a choke.

Well-designed chokes have a low, but relatively constant, in-
ductance under AC voltage stress and DC bias conditions. Typi-
cally chokes use either gapped ferrite cores or composite cores of
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various powdered ferromagnetic alloys, including powdered iron or
Permalloy, a magnetic alloy of nickel and iron. Powdered cores have
a distributed air-gap because they are made from a suspension of
powdered ferromagnetic particles, embedded in a nonmagnetic car-
rier to provide a uniformly distributed air-gap. The inductor value
calculated by Eq. 1.8 must be designed so that it does not saturate at
the specified peak current (110% of Ion). The design of such chokes is
described in more detail in Chapter 7, Section 7.6.

The maximum range of current in the buck regulator will be de-
termined by the choke design, the ratings of the power components,
and the DC and AC losses given by Eq. 1.6. To remain in continuous
conduction, the minimum current must not go below 10% of the rated
Ion. Below this the load regulation will degrade slightly.

This wide (90%) industry standard dynamic load range results in
a relatively large choke, which may not be acceptable. However, the
designer has considerable flexibility of choice with some trade-offs.
If a smaller choke is chosen (say, half the value given by Eq. 1.8), it
will go discontinuous at one-fifth rather than one-tenth of the nomi-
nal DC output current. This will degrade the load regulation slightly,
commencing at the higher minimum current. But since it has less in-
ductance, the buck regulator will respond more quickly to dynamic
load changes.

1.3.7 Output Capacitor
The output capacitor (Co ) shown in Figure 1.4 is chosen to satisfy
several requirements. Co will not be an ideal capacitor, as shown in
Figure 1.8. It will have a parasitic resistance Ro and inductance Lo in
series with its ideal pure capacitance Co as shown. These are referred to
as the equivalent series resistance (ESR) and equivalent series inductance
(ESL). In general, if we consider the bulk ripple current amplitude
in the series choke L f , we would expect the majority of this ripple
current to flow into the output capacitor Co . Hence the output voltage
ripple will be determined by the value of the output filter capacitor,
Co, its equivalent series resistance (ESR), Ro, and its equivalent series
inductance (ESL), Lo .

For low-frequency ripple currents, Lo can be neglected and the out-
put ripple is mainly determined by Ro and Co .

Note The actual transition frequency depends on the design of the capaci-
tor, and manufacturers are constantly improving. Typically it will be above
500 kHz. ∼ K.B

So below about 500 kHz, Lo can normally be neglected. Typically
Co is a relatively large electrolytic, so that at the switching frequency,
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FIGURE 1.8 Output capacitor Co showing parasitic components.

the ripple voltage component contributed by Co is small compared
with that contributed by Ro . Thus at the mid-frequencies, to the first
order, the output ripple is closely given by the AC ripple current in
L f times Ro .

More precisely, there are two ripple components due to each of
Ro and Co . They are not in phase because that generated by Ro is
proportional to I2 − I1 (the peak-to-peak inductor ramp current of
Figure 1.4 f ) and that due to Co is proportional to the integral of that
current. However, for a worst-case comparison we can assume that
they are in phase.

To obtain these ripple voltage components and to permit capaci-
tor selection, it is necessary to know the values of the ESR Ro, which
are seldom given by capacitor manufacturers. An examination of a
number of manufacturers’ catalogs shows that for the older types
(aluminum electrolytic) for a large range of voltage ratings and ca-
pacitance values, RoCo tends to be constant. It ranges from 50 to
80 × 10−6�F.

After Pressman Modern low-ESR electrolytic capacitors are now de-
signed for this application, and the ESR values are provided by the manufac-
turers. If the low-ESR types are chosen, then clearly the lower ESR values
should be used in the following calculations. ∼ K.B.

It is instructive to calculate the capacitive and resistive ripple com-
ponents for a typical buck regulator.

Design Example:
Assume a design for a 25-kHz buck regulator with a step down from
20 V to 5 V with a load current Ion = 5 A. Let’s require the ripple
voltage to be below 50 millivolts with continuous conduction down
to 10% load.
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Assuming the minimum load is to be 10%, then Io(min) = 0.1Ion =
0.5 A. We will calculate L from Eq. 1.8:

L = 5(Vdcn − Vo )Vo T
Vdcn Ion

= 5(20 − 5)5 × 40 × 10−6

20 × 5
= 150 μH

Now dI (the peak-to-peak ramp amplitude) is (I 2− I 1) = 0.2Ion = 1 A.
If we assume the majority of the output ripple voltage will be pro-

duced by the capacitor ESR (Ro ), we can simply select a capacitor
value such that the ESR will satisfy the ripple voltage as follows:

With a resistive ripple component of Vrr = 0.05 V peak-to-peak,
then the required ESR Ro = Vrr/dI = 0.05/(I 2 − I 1) and Ro = 0.05 �.

Using the preceding typical ESR/capacitance relationship (RoCo =
50 × 10−6):

Co = 50 × 10−6/0.05 = 1000 μF

Note Clearly, for modern low ESR capacitors, we would use the published
ESR values. ∼ K.B.

We will now calculate the ripple voltage contribution from the ca-
pacitance, (Co = 1000 μF).

Calculating the capacitive ripple voltage Vcr from Figure 1.4d, it is
seen that the ripple current is positive from the center of the “off”
time to the center of the “on” time or for one-half of a period, or
20 μs in this example. The average value of this triangle of current is
(I2 − I1)/4 = 0.25 A. This current produces a ripple voltage across the
pure capacitance part Co of

Vcr = I t
Co

= 0.25 × 20 × 10−6

1000 × 10−6 = 0.005 V

The ripple current below the Io line in Figure 1.4 f yields another
0.005-V ripple for a total peak-to-peak capacitive ripple voltage of
0.01 V (only 10 millivolts compared with the resistive component of
50 millivolts). Thus, in this particular case, the ripple due to the capac-
itance is relatively small compared with that due to the ESR resistor
Ro and to the first order may be ignored.

In the preceding example, the filter capacitor was chosen to yield
the desired peak-to-peak ripple voltage by choosing a capacitor with
a suitable ESR Ro from

Ro = Vor

I2 − I1
= Vor

0.2Ion
(1.9)
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Using the typical relationship that the RoCo product will be near
65 × 10−6:

Co = 65 × 10−6

Ro
= (65 × 10−6)

0.2Ion

Vor
(1.10)

The justification for this approach is demonstrated more generally
in the paper by K.V. Kantak.1 He shows that if RoCo is larger than
half the transistor “on” time and half the transistor “off” time—which
is the more usual case—the output ripple is determined by the ESR
resistor as shown above.

1.3.8 Obtaining Isolated Semi-Regulated
Outputs from a Buck Regulator

Very often, low-power ancillary outputs are required for various con-
trol functions. This can be done with few additional components as
shown in Figure 1.9. The regulation in the additional outputs is typi-
cally of the order of 2 to 3%.

It can be seen in Figure 1.4 that the return end of the regulated
output voltage is common with the return end of the raw DC input. In
Figure 1.9, a second winding with N2 turns is added to the output filter
choke. Its output is peak-rectified with diode D2 and capacitor C2. The
start of the N1, N2 windings is shown by the dots. When Q1 turns
“off,” the finish of N1 goes negative and is caught at one diode drop
below ground by free-wheeling diode D1. Since the main output Vo
is regulated against line and load changes, the reverse voltage across

FIGURE 1.9 Showing how a second isolated output can be derived from a
buck regulator by using the output choke as a transformer. The second
output is DC-isolated from input ground and is regulated to within about 2
to 3%, as its primary is powered from the regulated Vo output and the fixed
clamped voltage at the cathode of D1 when Q1 turns “off.”
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N1 is constant as long as the free-wheeling diode D1 continues to
conduct. Using a low-forward-drop Schottky diode for D1, its forward
drop remains constant at about. 0.4 V over a large range of DC output
current.

Thus when Q1 turns “off,” the voltage across N2 is relatively con-
stant at N2/N1 (Vo + 0.4) volts with its dot end positive. This is peak
rectified by D2 and C2 to yield Vo2 = N2/N1(Vo + 0.4) − 0.4 if D2
is also a Schottky diode. This output is independent of the supply
voltage Vdc as D2 is reverse biased when Q1 turns “on.” Capacitor C2
should be selected to be large enough that the ancillary voltage does
not decay too much during the maximum Q1 “on” time. Since N2 and
N1 are isolated from each another, the ancillary output can be isolated
or referenced to any other part of the circuit.

TIP This can be a useful technique, but use it with care; notice the ancillary
power is effectively stolen from the main output during the reverse recovery
of the choke. Hence the main output power needs to be much larger than the
total ancillary power to maintain D1 in conduction. A minimum load will
be required on the main output if the ancillary outputs are to be maintained.
Notice that using the ancillary outputs to power essential parts of the control
circuit can have problems, as the system may not start. ∼ K.B.

1.4 The Boost Switching Regulator Topology
1.4.1 Basic Operation
The buck regulator topology shown in Figure 1.4 has the limitation
that it can only produce a lower voltage from a higher voltage. For
this reason it is often referred to as a step-down regulator.

The boost regulator (Figure 1.10) shows how a slightly different
topology can produce a higher regulated output voltage from a lower
unregulated input voltage. Called a boost regulator or a ringing choke,
it works as follows.

An inductor L1 is placed in series with Vdc and a switching transistor
Q1 to common. The bottom end of L1 feeds current to Q1 when Q1 is
“on” or the output capacitor Co and load resistor through rectifying
diode D1 when Q1 is “off.”

Assuming steady-state conditions, with the output voltage and cur-
rent established, when Q1 turns “on” (for a period Ton), D1 will be
reverse biased and does not conduct. Current ramps up linearly in L1
to a peak value Ip = VdcTon/L1.

During the Q1 “on” time, the output current is supplied entirely
from Co, which is chosen to be large enough to supply the load current
for the time Ton with the specified minimum droop.
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FIGURE 1.10 Boost regulator and critical waveforms. Energy stored in L1
during the Q1 “on” time is delivered to the output via D1 at a higher output
voltage when Q1 turns “off” and the polarity across L1 reverses.

When Q1 turns “off,” since the current in an inductor cannot change
instantaneously, the voltage across L1 reverses in an attempt to main-
tain the current constant. Now the lower end of L1 goes positive with
respect to the input voltage. With the output voltage Vo higher than
the input Vdc, L1 delivers its stored energy to Co via D1. Hence Co
is boosted to a higher voltage than Vdc. This energy replenishes the
charge drained away from Co when D1 was not conducting. At the
same time current is also supplied to the load from Vdc via L1 and D1
during this action.

In simple terms, the output voltage is regulated by controlling the
Q1 “on” time in a negative-feedback loop. If the load current increases,
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or the input voltage decreases, the “on” time of Q1 is automatically
increased to deliver more energy to the load, or the converse. Hence,
in normal operation the “on” period of Q1 is adjusted to maintain the
output voltage constant.

1.4.2 The Discontinuous Mode Action
in the Boost Regulator

TIP The boost regulator has two quite different modes of operation depend-
ing on the conduction state of the inductor. If the inductor current reaches
zero at the end of a cycle, it is said to operate in a discontinuous mode. If
there is some current remaining in the inductor at the end of a cycle, it is said
to be in a continuous mode of operation.

When speaking about switching regulators, the output filter capacitor is
not normally included in the analysis of the converter. The output current
of a switching regulator is, therefore, not the DC output current to the load,
but rather the combined current that flows in the output capacitor and the
load in parallel.

Notice that unlike the buck regulator, the boost regulator has a continuous
input current (with some ripple current) but a discontinuous output current
for all modes of operation. Hence the terms continuous and discontinuous
mode refer to what is going on in the inductor.

There is a dramatic difference in the transfer function between the two
modes of operation that significantly changes the transient performance and
intrinsic stability. This is explained more fully in Chapter 12. ∼ K.B.

We will consider in more detail the action for discontinuous mode
operation, in which the energy in the inductor is completely trans-
ferred to the output during the “off” period of Q1, and we will estab-
lish some power and control equations.

We have seen that when Q1 turns “on,” the current ramps up lin-
early in L1 to a peak value Ip = VdcTon/L1. Thus energy is stored in
L1, and at the end of the “on” period, this stored energy will be

E = 0.5L1 I 2
p (1.11)

where E is in joules, L is in henries, and Ip is in amperes.
If the current through D1 (and hence L1) has fallen to zero before

the next Q1 turn “on” action, all the energy stored in L1 (Eq. 1.11)
during the previous Q1 “on” period will have been delivered to the
output load, and the circuit is said to be operating in the discontinuous
mode.

The energy E in joules delivered to the load per cycle, divided by
the period T in seconds, is the output power in watts. Thus if all the
energy of Eq. 1.11 is delivered to the load once per period T, the power
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to the load from L1 alone (assuming for the moment 100% efficiency)
would be

PL =
1/2L( Ip)2

T
(1.12)

However, during the “off” time of Q1 (Tr in Figure 1.10d), the cur-
rent in L1 is ramping down toward zero, and the same current is also
flowing from the supply Vdc via L1 and D1 and is contributing to
the load power Pdc. This is equal to the average current during Tr
multiplied by its duty cycle and Vdc as follows:

Pdc = Vdc
Ip

2
Tr

T
(1.13)

The total power delivered to the load is then the sum of the two
parts as follows:

Pt = PL + Pdc =
1/2L1( Ip)2

T
+ Vdc

Ip

2
Tr

T
(1.14)

But Ip = VdcTon/L1. Substituting for Ip, in 1.14 we get

Pt = (1/2L1) (VdcTon/L1)2

T
+ Vdc

VdcTon

2L1

Tr

T

= V2
dcTon

2T L1
(Ton + Tr ) (1.15)

To ensure that the current in L1 has ramped down to zero before the
next Q1 turn “on” action, we set (Ton + Tr ) to kT, where k is a fraction
less than 1. (That is, the period T is made greater than the inductor
conduction period.) Then

Pt = (
V2

dcTon/2 TLl
)
(kT)

But for an output voltage Vo and output load resistor Ro,

Pt = V2
dcTon

2T L1
(kT) = V2

o

Ro

or

Vo = Vdc

√
k Ro Ton

2L1
(1.16)

Thus the negative-feedback loop keeps the output constant against
input voltage changes and output load Ro changes in accordance with
Eq. 1.16. As Vdc and Ro (the load current) go down or up, the loop will
increase or decrease Ton so as to keep Vo constant.
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1.4.3 The Continuous Mode Action
in the Boost Regulator

As mentioned in the previous section, if the D1 current (the inductor
current) falls to zero before the next turn “on” action, the circuit is said
to operate in the discontinuous mode (see Figure 1.10d).

However, if the current in D1 and L1 has not fallen to zero at the end
of the “on” period, the inductor current will not be zero at the next Q1
turn “on” action. Hence the current in Q1 will have a front-end step
as shown in Figure 1.11. The current in the inductor cannot change
instantaneously. Currents in Q1 and D1 will have the characteristic
ramp-on-a-step waveshape as shown in Figure 1.11.

The circuit is now said to be operating in the continuous mode
because the inductor current does not reach zero during a cycle of
operation.

Assuming the feedback loop maintains the output voltage constant,
as Ro or Vdc decreases, the feedback loop increases the Q1 “on” pe-
riod Ton to maintain the output voltage constant. As the load current
increases, Ro or Vdc continues to decrease, a point is reached such that
Ton is so large that the decaying current through L1 and D1 will not
have fallen to zero before the next turn “on” action, and the action
moves into the continuous mode as shown in Figures 1.10 and 1.11.

Now an error-amplifier circuit, which had successfully stabilized
the loop while it was operating in the discontinuous mode, may not

FIGURE 1.11 Typical current waveforms in Q1, D1, and L1 for a boost
regulator operating in continuous mode. Note that inductor L1 has not had
enough time to transfer all its energy to the load before the next Q1 turn
“on” action.
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be able to keep the loop stable in the continuous mode and may oscil-
late. In traditional feedback-loop analysis, the continuous-mode boost
regulator has a right-half-plane-zero in the transfer function.2 The only
way to stabilize a loop with a right-half-plane-zero is to drastically
reduce the error-amplifier bandwidth.

TIP In simple terms, in the discontinuous mode, there is a short period
when there is zero current in the inductor and zero current in D1. That is,
there is a small time-gap between the energy transfer period (when Q1 is
“off” and D1 is conducting) and the energy storage period (when Q1 is “on”
and D1 is not conducting). This time margin (dead time) is critical to the
way the power system behaves and does not exist in the continuous mode.

It is very important to fully understand the difference between the two
modes of operation, because in any switching topology that has a boost-type
behavior, the effect will be evident. To better understand this, we will consider
a transient load increase in a continuous mode boost topology and follow the
sequence of events as the circuit responds to the load change.

Consider a continuous-mode buck system, running in steady-state con-
ditions, with a stabilized output voltage and a load current that maintains
the inductor in continuous conduction. We now apply a sudden increase in
load current. The output voltage will tend to fall, and the control loop will
increase the “on” period of Q1 to initiate an increase in current in L1. How-
ever, it takes several cycles before the current in L1 will increase very much
(depending on the value of the inductor, the input voltage, and the actual
increase in the Q1 “on” time).

It is important to notice that the immediate effect of increasing the “on”
period is to decrease the “off” period (because the total period is fixed). Since
D1 only conducts during the “off” period of Q1 (and this period is immedi-
ately reduced), the mean output current will initially decrease, rather than
increase as was required. Hence we have a situation where we tried to increase
the output current, but the immediate effect was to reduce the output current.
This will correct itself slowly as the current in the inductor increases over a
few cycles.

From a control theory perspective, for a short time this effect introduces an
additional 180◦ of phase shift into the closed loop control system during the
transient period when the L1 current is increasing. In terms of control theory
this translates to a zero in the right half-plane of the transfer function; it is
the cause of the right-half-plane-zero in the small signal transfer function.

Notice that the effect is related to the dynamic behavior of the power compo-
nents and cannot be changed by the control circuit. In fact, a perfect high-gain
fast-response control circuit would result in the “on” period going to the full
pulse width on the first pulse, and there would be zero output current for
a short period. Hence, the right-half-plane-zero cannot be eliminated by the
loop compensation network. The only option is to slow down the rate of
change of pulse width to allow the output to keep up without too much droop.
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(In control theory parlance, the control loop must be rolled off at a frequency
well below the right-half-plane-zero crossover frequency.)

In the discontinuous mode the performance is quite different. The small
time-gap margin allows the “on” period to increase without the need to reduce
the “off” period (within the limits of the margin), so the problem is not present,
providing the margin is large enough to accommodate the change in pulse
width.

Be aware that in the continuous conduction mode, the right-half-plane-zero
effect will be found in any switching converter (or combination of converters
and transformers) that has a boost-type action in any part of the circuit. The
flyback converter is a typical example of this. The mathematics of this effect
will be found in Chapter 12 and reference 2. ∼ K.B.

1.4.4 Designing to Ensure Discontinuous
Operation in the Boost Regulator

For the preceding reasons, the designer may prefer to ensure that the
boost regulator remains fully within the discontinuous mode for the
full range of operating conditions.

In Figure 1.10d we see that the decaying D1 current just comes down
to zero at the start of the next turn “on” action. This is the threshold
between discontinuous and continuous mode operation.

This threshold is seen from Eq. 1.16 to occur at certain combinations
of Vdc, Ton, Ro, L1, and T that result in the L1, D1 current just falling to
zero prior to the next turn “on” action of Q1. It can be seen from Figure
1.10a that any further decrease in Vdc or Ro (increase in load current)
will force the circuit into the continuous mode such that oscillation
can occur unless the error amplifier has been rolled off at a very low
frequency.

To avoid this problem, we will see from Eq. 1.16 that Ton must be
selected so that when it is a maximum (which is when Vdc and Ro are
at their minimum specified values) and the current in D1 has fallen
back to zero, there is a usable working dead-time margin (Tdt) before
Q1 turns “on” again.

At the same time, we must ensure that by the time the current in
D1 returns to zero, the L1 core will have been restored to its pre-
vious starting place on its hysteresis loop, shown as B1 in Figure
1.12. If the core is not fully restored to B1, then after many such
cycles, the starting point will drift up the hysteresis loop and saturate
the core. Since the impedance of a saturated core drops to its wind-
ing resistance only (because it cannot sustain voltage), the voltage
at the transistor collector will suddenly move up to the supply volt-
age, and with negligible resistance in the path, the transistor will be
destroyed.
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FIGURE 1.12 The working B/H loop. A choke core must not be allowed
to walk up or down its hysteresis loop. If it is driven from, say, B1 to B2
by a given forward volt-second product, it must be subjected to an equal
volt-second product in the opposite direction to restore it to B1 before the
next “on” period.

In this example, to ensure that the circuit remains in the discontin-
uous mode, a dead-time Tdt of 20% of a full period will be provided.
Hence we must ensure that the sum of the maximum “on” time of Q1
plus the core reset time plus the dead time will equal a full period, as
shown in Figure 1.13. This will ensure that the stored current in L1
will have fallen to zero well before the next Q1 turn “on” action.

Hereafter, a line appearing below a term will indicate the minimum
permitted or specified or required value of that term, and a line ap-
pearing over a term will indicate the maximum value of that term.

Then Ton + Tr + Tdt = T , Ton + Tr + 0.2T = T ,
or

Ton + Tr = 0.8T (1.17)

From Eq. 1.16, the maximum “on” time Ton occurs at minimum Vdc
and minimum Ro . Then for the “on” or set volt-second product to
equal the “off” or reset volt-second product at minimum Ro :

VdcTon = (Vo − Vdc)Tr (1.18)

Now Eqs. 1.17 and 1.18 have only two unknowns, Ton and Tr , and
thus both are determined. Ton is then

Ton = 0.8T(Vo − Vdc)
Vo

(1.19)
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FIGURE 1.13 Boost regulator waveforms in the discontinuous mode with
20% dead-time margin. For discontinuous-mode operation, the current in D1
(see Figure 1.10) must have decayed to zero before the next turn “on” action.
To ensure this, the inductor L1 is chosen such that Ton(max) + Tr = 0.8T ,
leaving a dead time Tdt of 0.2T.

Now in Eq. 1.16, with Vdc and Ro (maximum load current) speci-
fied, Ton is calculated from Eq. 1.19 and k[= (Ton + Tr )/T)] = 0.8 from
Eq. 1.17.

Inductor L1 is fixed so the circuit is guaranteed not to enter the
continuous mode. However, if the output load current is increased
beyond its specified maximum value (Ro decreased below its speci-
fied minimum) or Vdc is decreased below its specified minimum, the
feedback loop will attempt to increase Ton to keep Vo constant. This
will eat into the dead time, Tdt, and move the circuit closer to contin-
uous mode. To avoid this, we must limit the maximum “on” time or
a maximum peak current must be provided.

TIP A good method that accounts for all variables is to inhibit the turn “on”
of Q1 until the inductor current reaches zero. For fixed-frequency operation
this limits the load current. Alternatively it can be set up to provide variable-
frequency operation, which is often preferred. ∼ K.B.
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With L1 determined earlier from Eq. 1.16, Vdc specified, and Ton
calculated from Eq. 1.19, the peak current in Q1 can be calculated
from Eq. 1.14, and a transistor selected to have adequate gain at Ip .

The boost regulator is frequently used at low power levels in non-
isolated applications due to the very low parts count. A typical appli-
cation would be on a printed-circuit board where it is desired to step
up a 5-V computer logic level supply to, say, 12 or 15 V for operational
amplifiers.

Frequently at higher power levels in battery-supplied power sup-
plies, as the battery discharges, its output voltage drops significantly.
Many systems whose prime power is a nominal 12- or 28-V battery
will present problems when the battery voltage falls to about 9 or 22 V.
Boost regulators are frequently used in such applications to boost the
voltages back up to the 12- and 28-V level. Power requirements in such
applications can be in the range 50 to 200 watts.

1.4.5 The Link Between the Boost Regulator
and the Flyback Converter

The boost regulator has been treated in great detail because boost
action appears in many converter combinations. For example, by re-
placing the inductor L1 with a transformer (more correctly a choke
with an additional secondary winding), a very similar, valuable, and
widely used topology, the flyback converter, is realized.

Like the boost, the flyback stores energy in its magnetics during
the “on” period of the power device and transfers the energy to the
output load during the “off” period.

Because the secondary windings can be isolated from the input,
the outputs are not constrained to share a common return line. Also
by using multiple secondaries, a multiple output power supply is
possible. The outputs may be higher or lower voltage than the input,
and may be common or isolated as required.

The problems of discontinuous or continuous operation and the
design relationships and procedures for the flyback are similar to those
of the boost regulator and will be discussed in more detail in Chapter 4.

1.5 The Polarity Inverting Boost Regulator
1.5.1 Basic Operation
Figure 1.14 shows a different arrangement of the boost regulator that
provides polarity inversion. It uses the same basic principle as the
previous boost regulator in that energy is stored in the inductor during
the “on” period of Q1, which is then transferred to the output load
and Co in the “off” period of Q1.
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FIGURE 1.14 The polarity-inverting boost regulator and typical waveforms.

Comparing Figures 1.14 and 1.10, it will be seen that the transistor
and inductor have changed places. In the reverse polarity inverter, the
transistor is above the inductor rather than below it as it was in the
boost circuit. Also the rectifying diode has been reversed.

When Q1 turns “on,” diode D1 is reverse biased because its cath-
ode is at Vdc (assuming to a close approximation that the voltage drop
across Q1 is zero). Also, assuming steady-state conditions, such that
Co has charged down to some negative voltage, then D1 remains re-
verse biased throughout the Q1 “on” period. A fixed-voltage Vdc will
be impressed across the inductor Lo, and the current in it ramps up
linearly at a rate di/dt = Vdc/Lo .
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After an “on” period Ton, the current in Lo will have reached Ip =
VdcTon/Lo, and the energy stored in Lo (in joules) is E = .5Lo I 2

p . When
Q1 turns “off,” the voltage polarity across Lo reverses in an attempt
to maintain its current constant. Thus at the instant of turn “off,” the
same inductor current Ip (which was flowing through Q1 before it
turned “off”) now continues to flow down through Lo to common,
pulling the current through D1 from Co . This current charges the top
end of Co to a negative voltage.

After a number of cycles, when the required output voltage is de-
veloped, the error amplifier adjusts the Q1 “on” period Ton so that
the sampled output voltage Vo R2/(R1 + R2) is equal to the reference
voltage Vref. Further, if all the energy stored in Lo is delivered to the
load before the next Q1 turn “on” action (that is, ID1 has fallen to zero),
then the circuit operates in the discontinuous mode, and the power
delivered to the load will be

Pt =
1/2Lo I 2

p

T
(1.20)

It should be noted that unlike the case of the boost regulator, when
Q1 turns “off,” the inductor current does not flow from the supply
source (see Eq. 1.13). Hence the only power to the load is that given by
Eq. 1.20. Thus assuming 100% efficiency, the output power would be

Po = V2
o

Ro
=

1/2Lo I 2
p

T
(1.21)

and for Ip = VdcTon/Lo,

Vo = VdcTon

√
Ro

2T Lo
(1.22)

1.5.2 Design Relations in the Polarity
Inverting Boost Regulator

As in the previous boost circuit, it is desirable to keep the circuit oper-
ating in the discontinuous mode by ensuring that the current stored
in Lo during the Q1 maximum “on” period has decayed to zero at
the end of the “off” period Tr . To ensure this action, we will provide
a dead time Tdt margin of 0.2T before the next Q1 turn “on” action.
Thus if Ton + Tr + Tdt = T , then for Tdt = 0.2T we obtain

Ton + Tr = 0.8T (1.23)

In addition, as in the boost regulator, the “on” volt-second product
must equal the reset volt-second product to prevent the core from sat-
urating. Since (as can be seen from Eq. 1.22) the maximum Ton occurs
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for minimum Vdc and minimum Ro (maximum current), it follows
that

VdcTon = Vo Tr (1.24)

Thus both Eqs. 1.23 and 1.24 have two unknowns: Ton and Tr . This
fixes Ton at

Ton = 0.8Vo T
Vdc + Vo

(1.25)

Now, with Ton calculated from Eq. 1.25 and Vdc, Ro ,Vo , and T spec-
ified, Eq. 1.22 defines Lo such that Ip = VdcTon/Lo, and transistor Q1
is selected to have adequate gain at Ip .
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C H A P T E R 2
Push-Pull and Forward
Converter Topologies

2.1 Introduction
In the three switching regulator topologies discussed in the previous
chapter, the output returns were all common with the input returns,
and multiple outputs were not possible (except for the special case
discussed in Section 1.3.8).

In this chapter we look at some of the most widely used fully
isolated switching regulator topologies. These topologies—the push-
pull, single-ended forward converter, and the double-ended and inter-
leaved forward converters—are similar, so we consider them a single
family. All these topologies deliver their power to the loads via a high-
frequency transformer; hence outputs may be DC-isolated from the
input, and multiple outputs are possible.

2.2 The Push-Pull Topology
2.2.1 Basic Operation (With Master/

Slave Outputs)
A push-pull topology is shown in Figure 2.1. It consists of a trans-
former T1 with multiple secondaries. Each secondary delivers a pair
of 180◦ out-of-phase square-wave power pulses whose amplitude is
fixed by the input voltage and the number of primary and secondary
turns.

The pulse widths for all secondaries are identical, as determined by
the control circuit and the negative-feedback loop around the master
output. The control circuit is similar to the buck and boost regula-
tors shown previously in Figures 1.4 and 1.10, except that two equal

45
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FIGURE 2.1 Push-pull width-modulated converter. Transistors Q1 and Q2
receive 180 out-of-phase, pulse-width modulated drive signals. The master
output is Vsm, and there are two slaves, Vs1 and Vs2. The feedback loop is
closed around Vsm, and the pulse width Ton is controlled to regulate the
master output against line and load changes. It will be seen that the slaves
are regulated against line changes, but only partially against load changes.

adjustable pulse-width, 180◦-out-of-phase pulses drive the bases of
Q1, Q2. The additional secondaries Ns1, Ns2 are referred to as slaves.

Transistor base drives at turn “on” are sufficient to bring the
switched end of each half primary down to Vce(sat) , typically about
1 V, over the full specified current range. Hence as each transistor
turns “on,” it applies a square-voltage pulse to its half primary of
magnitude Vdc − 1.

On the secondary side of the transformer, there will be flat-topped
square waves of amplitude (Vdc − 1)(Ns/Np) − Vd with a duration
To, where Vd is an output rectifier forward drop, taken as 1 V for a
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conventional fast-recovery diode, and 0.5 V for a Schottky diode. The
output pulses at the rectifier cathodes have a duty cycle of 2Ton/T
because there are two pulses per period.

Thus the waveforms at the inputs to the LC filters shown in Figure
2.1 are very much like that at the input to the buck regulator LC filter
of Figure 1.4, which has a flat-topped amplitude and adjustable width.
The LC filters of Figure 2.1 serve the same purpose as that of Figure
1.4. They provide a DC output that is the average of the square wave
voltage at the input of the filter. The analysis of the inductor and
capacitor functions proceeds exactly as for the buck regulator, and the
method of calculating their magnitudes is exactly the same as follows.

The DC or average voltage at the Vm output in Figure 2.2 (assuming
D1, D2 are 0.5-V forward-drop Schottky diodes) will be

Vm =
[

(Vdc − 1)
(

Nm

Np

)
− 0.5

]
2Ton

T
(2.1)

The waveforms at the Vm output rectifiers are shown in Figure 2.2.
If the negative-feedback loop is closed around Vm as shown in Figure
2.1, Ton and Vm will be regulated against DC input voltage and load

FIGURE 2.2 Voltage waveforms (Nm) at the master secondary winding. The
output LC averaging filter yields a DC output voltage.

Vm = [(Vdc − 1)(Nm/Np) − 0.5](2Ton/T)

As Vdc varies, the negative-feedback loop corrects Ton in the direction to keep
Vm constant.
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current changes. Although load current does not appear in Eq. 2.1, a
current change will cause Vm to change, that change will be sensed by
the error amplifier, and Ton will be altered to correct it. Providing the
current in L1 (see Figure 2.1) does not go discontinuous, changes in
Ton will be small, and the absolute value of Ton will be given by Eq. 2.1
for any turns ratio Nm/Np,input voltageVdc, and period T.

For the slave secondaries, the voltages at the cathodes of the rec-
tifying diodes are fixed by the number of secondary turns, and the
Ton duration of the square waves is the same as defined by the master
feedback loop. Thus the slave output voltages with normal diodes
will be

Vs1 =
[

(Vdc − 1)
Ns1

Np
− 1

]
2Ton

T
(2.2)

Vs2 =
[

(Vdc − 1)
Ns2

Np
− 1

]
2Ton

T
(2.3)

2.2.2 Slave Line-Load Regulation
It can be seen from Eqs. 2.1, 2.2, and 2.3 that the slaves are regulated
against Vdc input changes by the negative-feedback loop that keeps
Vm constant, in accordance with Eq. 2.1. The same equation,

Vm = (Vdc − 1)Ton

also appears in Eqs. 2.2 and 2.3, and thus Vs1, Vs2 are also kept constant
as Vdc changes.

Notice that if load current in the master (Vm) changes, the drops
across its rectifying diodes and winding resistance will change slightly.
Thus the negative-feedback loop will correct for Vm load change effects
and alter Ton to keep Vm constant.

For the slave outputs, Ton will now change without corresponding
changes in Vdc, and from Eqs. 2.2 and 2.3, it can be seen that changes
in Vs1, Vs2 will result. Such changes in the slave output voltages due to
changes in the master output current are referred to as cross regulation.

Slave output voltages will also change as a result of changes in
their own output currents. In a similar way slave current changes will
cause voltage drop changes in their rectifying diodes and winding
resistances, lowering the peak voltages slightly. These changes are
not corrected by the main feedback loop, which senses only Vm.

However, providing the currents in the slave output inductors L2,
L3, and especially in the master inductor L1 do not go discontinuous,
slave output voltages can be depended on to vary within only ± 5 to
± 8%.
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TIP Much better cross regulation can be obtained by using coupled output
inductors (where all outputs share a common inductor core).1∼ K.B.

2.2.3 Slave Output Voltage Tolerance
Although changes in slave output voltages are relatively small, the
absolute values of output voltage are not accurately adjustable. As
seen in Eqs. 2.2 and 2.3, they are fixed by Ton and their corresponding
secondary turns Ns1, Ns2. But Ton is nearly constant, defined by the
feedback loop to keep the master voltage constant. Further, since the
turns can be changed only by integral numbers, the absolute value of
slave output voltage is not finely settable. The change in secondary
voltage for a single turn change in Ns is given by Vm. Ton/Np .

In most cases, the absolute values of slave output voltage are not too
important. Slaves usually drive operational amplifiers or motors, and
most often these can tolerate DC voltages within about 2 V of a desired
value. If the absolute magnitude is important, the output voltage is
usually designed to be higher than required and brought down to a
desired exact value with a linear or buck regulator. Because a slave
output is semi-regulated, a linear regulator is reasonably efficient.

2.2.4 Master Output Inductor Minimum
Current Limitations

The selection of the output inductor for a buck regulator was dis-
cussed in Section 1.3.6. It was mentioned that at the average current
in which the step at the front of the inductor current waveform has
fallen to zero (see Figures 1.6a and 1.6b), the inductor is said to run dry
or to go discontinuous. Below this average current, the feedback loop
maintains the buck regulator’s output voltage constant by reducing
the “on” period; this results in reduction of slave output voltages.

In Figure 1.6a, however, it can be seen that at currents above going
discontinuous, the “on” time is very nearly constant over large output
current changes. Below run-dry, the “on” time changes drastically.
In the buck regulator this does not pose a major problem because
only one output is involved and the feedback loop keeps this output
voltage constant. But in the push-pull width-modulated converter
with a master and some slaves, the slave output voltages are directly
proportional to the master “on” time, as shown by Eqs. 2.2 and 2.3.

Hence, when slaves are involved it is important that the average
master output inductor current not be permitted to go discontinuous
above its specified minimum. If the master minimum output current
is specified at one-tenth its nominal value for example, a minimum
output inductor value must be selected from Eq. 1.8. The slave out-
put voltages will vary within about 5% above the master inductor
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discontinuous current. Below this critical current, the feedback loop
will keep the master output voltage constant by decreasing Ton signif-
icantly, followed by the slave output voltages.

Further, the slave outputs must not be permitted to go discontin-
uous above their own specified minimum currents. Slave output in-
ductors should also be selected from Eq. 1.8. Clearly, larger minimum
currents imply smaller inductors.

TIP This problem is also eliminated by using coupled output inductors.1

∼ K.B.

The push-pull converter is one of the oldest topologies and is
still popular. It can provide multiple outputs whose returns are
DC-isolated from input ground and from one another. Output volt-
ages can be higher or lower than the input voltage. The master is
regulated against line and load variations. The slaves are equally
well regulated against line changes and can be within about 5% for
load changes as long as output inductors are not permitted to go
discontinuous.

2.2.5 Flux Imbalance in the Push-Pull
Topology (Staircase Saturation Effects)

The designer needs to be aware of a rather subtle failure mode in push-
pull converters, known as staircase saturation, caused by a possible flux
imbalance in the transformer core.

This effect can best be understood by examination of a typical hys-
teresis loop of a ferrite core material used in the power transformer as
shown in Figure 2.3.

In normal operation, core flux excursions are between levels such
as B1 and B2 gauss in Figure 2.3. It is important to stay on the linear
part of the hysteresis loop below about ± 2000 G. At frequencies up
to 25 kHz or so, core losses are low and these maximum excursions
are permissible. As discussed in Section 2.2.9.4, however, core losses
go up rapidly with frequency, and above 100 kHz conservative design
limits peak flux density to 1200 or even 800 G.

It can be seen in Figure 2.1 that when Q1 is “on,” the no-dot end of
Np1 is positive with respect to the dot end, and the core moves up the
hysteresis loop—say, from B1 toward B2. The actual amount it moves
up is proportional to the product of the voltage across Np1 and Q1
“on” time (from Faraday’s law; see Eq. 1.18). When Q1 turns “off”
and Q2 turns “on,” the dot end of Np2 is positive with respect to the
no-dot end, and the core moves back down from B2 toward B1. The
actual amount it moves down is proportional to the voltage across
Np2 and the Q2 “on” time.
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FIGURE 2.3 Hysteresis loop of a typical ferrite core material (Ferroxcube
3C8). Flux excursions are generally limited to ± 2000 G up to about 30 kHz
by requirement to stay on the linear part of the loop. At higher frequencies of
100 to 300 kHz, peak flux excursions must be reduced to about ± 1200 or
± 800 G because of core losses. Material 3C8 is a ferrite from Ferroxcube
Corporation. Other materials from this or other manufacturers are very
similar, differing mainly in core losses and Curie temperature.

Further, if the volt-second product across Np1 while Q1 is “on” is
equal to the volt-second product across Np2 while Q2 is “on”, after
one complete period the core will have moved up from B1 to B2 and
returned exactly to B1. But if those volt-second products differ by only
a few percent and the core has not returned to its exact starting point
each cycle, after a number of periods the core will “walk” or “staircase”
up or down the hysteresis loop into saturation. In saturation, of course,
the core cannot sustain voltage, and the next time a transistor turns
“on,” it will be destroyed by high current and high voltage.

A number of factors can cause the “on” volt-second product to be
different from the “off” or reset volt-second product. The Q1 and Q2
collector voltages and “on” times may not be exactly equal even if
their base drive “on” times are equal. If Q1, Q2 are bipolar transistors,
they have “storage” times that effectively keep the collector “on” after
base drive is removed. Storage times can range from 0.3 to 6 μs and
have large production spreads. They are also temperature-dependent,
increasing significantly as temperature increases. Even if Q1 and Q2
have equal storage times, they may become unequal if located on a
heat sink such that they operate at different temperatures.
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Hence if one transistor has a volt-second product only slightly larger
than the other, it will start the core progressively drifting off-center
toward saturation with each cycle. This will cause one transistor to
draw slightly more current than the other as the core moves onto the
curved part of the hysteresis loop (see Figure 2.3). As a result, the core
magnetizing current on that half-period starts to become a significant
part of the load current. The transistor that draws more current will
now run slightly warmer, increasing its storage time. With a longer
storage time in that transistor, the volt-second product it applies to the
core in its “on” half period increases, the current in that half period
increases, and storage time in that transistor increases still further.
Thus a runaway condition arises that quickly drives the core into
saturation and destroys the transistor.

The “on” volt-second products of Q1 and Q2 also can differ because
of their initially unequal “on” or Vce(sat) voltages, which have a signifi-
cant production spread. As described earlier, with bipolar transistors,
any initial difference in “on” voltage is magnified because the “on”
voltage of bipolars decreases as temperature increases.

If Q1, Q2 are MOSFETs (Metal-Oxide-Semiconductor Field-Effect
Transistors), the flux-imbalance problem is much less serious. To start
with, MOSFETs have no storage time, and with equal input “on” (gate)
times, output (drain) times are equal and, importantly, the “on” volt-
age of a MOSFET transistor increases as temperature increases. Thus
the runaway condition described earlier is reversed, providing some
compensation. If there were any initial volt-second inequality, one FET
current would be greater as the core started moving up the curved
part of the hysteresis loop. The FET with the larger current would run
warmer, and its “on” voltage would increase and rob voltage from its
half primary. This would decrease the volt-second product in that half-
period and bring the transistor current back down, providing some
compensation.

2.2.6 Indications of Flux Imbalance
The earlier description might imply that any slight imbalance in volt-
second product between half cycles causes certain failure, but this
is not necessarily so. A push-pull converter can continue to operate
reliably with a small amount of flux imbalance without immediately
saturating its core and destroying its transistors. Many low power,
low voltage push-pull converter designs run quite reliably in spite of
the apparent problems.

Notice that with a small volt-second imbalance, if there were not
an inherent corrective mechanism, core saturation and transistor fail-
ure would always occur after a few switching cycles. Thus, if there
were an initial volt-second imbalance of say 0.01% (which would be
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practically impossible to achieve), it would take only 10,000 cycles
until the core would move from a low starting point of B1 (see Figure
2.3) to a saturating point of B2, and the transistors would probably be
destroyed before that.

One corrective mechanism, that may permit the converter to sur-
vive, is the primary winding resistance. If there is an initial volt-second
imbalance, the transistor taking more current produces a larger volt-
age drop across its half primary winding resistance. That voltage drop
robs volt-seconds from the winding and tends to restore the volt-
second balance.

Thus the converter can remain in an unbalanced state without im-
mediately going into runaway and completely saturating the core. An
indication of where the core is working on the hysteresis loop can be
obtained by placing a current probe in the transformer center tap as
shown in Figure 2.4d.

The waveform indicating volt-second balance is shown in Figure
2.4a, where alternate current peaks are equal. Primary load current
pulses have the characteristic shape of a ramp on a step just as for the
buck regulator in Figure 1.4d. They have this shape because all the
secondaries have output LC filters that generate such waveshapes as
described in Section 1.3.2.

The primary load current is the sum of all the secondary currents
reflected into the primary by their respective turn ratios. However,
the total primary current is the sum of these secondary currents plus
the primary magnetizing current. The magnetizing current is the cur-
rent drawn by the magnetizing inductance, which is the inductance
seen looking into the primary with all secondaries open-circuited.
This inductance is always present and effectively is in parallel with
the primary winding. This current is added to the secondary currents
reflected into the primary as in Figure 2.4e.

The waveshape of the total primary current is then the sum of the
ramp-on-a-step reflected load currents and the magnetizing current.
But providing the core is working in the linear area of the B/H loop, the
magnetizing current will be a linear ramp starting from zero current
each cycle.

When a transistor turns “on,” it applies a step of voltage of approx-
imately Vdc − 1 across the magnetizing inductance L pm. Magnetizing
current then ramps up linearly at a rate

dI/dt = (Vdc − 1)/L pm (2.4)

and for the transistor “on” time of Ton it reaches a peak of

Ipm = (Vdc − 1)(Ton)
L pm

(2.5)
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FIGURE 2.4 Current waveforms in the transformer center tap. (a ) Waveform
shows equal volt-second product on the two halves of transformer primary.
(b) Unequal volt-second product on the two halves of transformer primary.
Core is not yet on curved part of hysteresis loop. (c) Unequal volt-second
product. Upward concavity indicates dangerous situation. Core is far up on
curved part of hysteresis loop. (d) Adding a diode in series with one side of
primary to test how serious a volt-second inequality exists. (e) Total primary
current is the sum of the ramp-on-a-step reflected secondary load currents
plus the linear ramp of magnetizing current.
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The magnetizing current Ipm is kept small compared with the sum of
the load currents reflected into the primary by ensuring that L pm in
Eq. 2.5 is large. By design, the peak magnetizing current should be no
greater than 10% of the primary load current.

When added to the ramp-on-a-step load current, the ramp of mag-
netizing current is small, and it simply increases the slope of the latter
slightly. Also, if the volt-seconds are equal on alternate half cycles, the
peak currents will also be equal on each half cycle as in Figure 2.4a,
because operation is centered around the origin of the hysteresis loop
of Figure 2.3.

However, if the volt-second products on alternate half cycles are
unequal, core operation is not centered on the origin of the hysteresis
loop. Since the horizontal scale (H oersteds) is proportional to mag-
netizing current, this shows up as a DC current bias as in Figure 2.4b,
making alternate current pulses unequal in amplitude.

As long as the DC bias does not drive the core up the hysteresis
loop appreciably, the slope of the ramp still remains linear (Fig. 2.4b)
and operation is still reasonably safe. Primary wiring resistance may
keep the core from moving further up into saturation.

But if there is a large inequality in volt-seconds on alternate half
cycles, the core is biased closer toward saturation and enters the
curved part of the hysteresis loop. Now the magnetizing inductance,
which is proportional to the slope of the hysteresis loop, decreases
and magnetizing current increases significantly. This shows up as an
upward concavity in the current slope in Figure 2.4c.

This is a dangerous and imminent failure situation. Now even a
small temperature increase can bring on the runaway scenario de-
scribed earlier. The core will be driven hard into saturation and destroy
the power transistor. A push-pull converter design should certainly
not be considered safe if current pulses in the primary center tap show
any upward concavity in their ramps. Even linear ramps as in Figure
2.4b with anything greater than 20% inequality in peak currents are
unsafe and should not be accepted.

Note A more damaging effect can occur if there is a sudden transient
load change, because the extra current can take the core immediately into
saturation. ∼ K.B.

2.2.7 Testing for Flux Imbalance
A simple test to determine how close to a dangerous flux-imbalance
situation a push-pull converter may be operating is shown in Figure
2.4d. Here a silicon diode with about 1 V forward drop is placed
in series with one half of the transformer primary. Now in the “on”
state, that half with the diode in series has 1 V less voltage across it
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than the other half, and there is an artificially produced volt-second
unbalance. The center tap waveform will then look like either Figure
2.4b or 2.4c. The current ramp corresponding to the side that does not
have the diode will have the larger volt-second product and the larger
peak current. By switching the diode to the other side, the larger peak
current will be seen to switch to the opposite transformer half primary.

Now the closeness of the circuit to the upward concave situation of
Figure 2.4c can be determined. If one series diode can make a current
ramp go concave, the circuit is too close to imminent failure. Placing
two series diodes on one side will give an indication of how much
margin there is.

It should be noted that primary magnetizing current contributes
no power to the secondaries. It will not appear in the secondaries. It
simply swings the magnetic core across the hysteresis loop.

In Figure 2.3, the magnetizing force H in oersteds (Oe) is related to
the current by the fundamental magnetic relation

H = 0.4π Np Im

lm
(2.6)

where Np is the number of primary turns
Im is the magnetizing current in amperes
lm is the magnetic path length in cm

2.2.8 Coping with Flux Imbalance
Flux imbalance can become a major problem at high voltages and high
powers. There are a number of ways to circumvent the problem, but
most involve increased cost or component count. Some schemes to
combat flux imbalance are described in the following subsections.

2.2.8.1 Gapping the Core
Flux imbalance becomes serious when the core moves out onto the
curved part of the hysteresis loop (see Figure 2.3) and magnetizing
current starts increasing exponentially as in Figure 2.4c. This effect
can be reduced by moving the curved part of the hysteresis loop to a
higher current by tilting the hysteresis loop. The core can then tolerate
a larger DC current bias or volt-second product inequality.

An air gap introduced into the magnetic path of the core has the
effect shown in Figure 2.5. It tilts the slope of the hysteresis loop.
An air gap of 2 to 4 mils (thousandths of an inch) brings the curved
portion of the loop much further away from the origin so that the core
can accept a reasonably large offset in H (current imbalance). This
can help at higher power levels. It has the disadvantage of reducing
the inductance so that the critical current must be larger to prevent
discontinuous-mode operation.



C h a p t e r 2 : P u s h - P u l l a n d F o r w a r d C o n v e r t e r T o p o l o g i e s 57

FIGURE 2.5 How a gap in the core reduces the slope of the hysteresis loop.

The air gap for a prototype EE or cup core is easily effected with
plastic shims in the center and outer legs. Since the flux passes through
the center leg and returns through the outer legs, the total gap is twice
the shim thickness. In a production transformer, it is not very much
more expensive to have the center leg ground down to twice the shim
thickness. This will achieve pretty much the same effect as shims in
the center and outer legs, but is preferable as the gap will not change
with changes in the thickness of the plastic and results in less magnetic
radiation and hence reduced RFI interference.

2.2.8.2 Adding Primary Resistance
It was pointed out in Section 2.2.6 that primary wiring resistance keeps
the core from being driven rapidly into saturation if there is a volt-
second inequality. If there is such an inequality, the half primary with
the larger volt-second product draws a larger peak current. That larger
current causes a larger voltage drop across the wiring resistance and
robs volt-seconds from that half primary, restoring the current balance.

This effect can be augmented by adding additional resistance in
series with both primary halves. The added resistors can be located
in either the collectors or emitters of the power transistors. The value
is best determined empirically by observing the current pulses in the
transformer center tap. The required resistors are usually under 0.25�.
They will, of course, increase power loss and reduce efficiency.

2.2.8.3 Matching Power Transistors
Since volt-second inequality arises mainly from an inequality in stor-
age time or voltage in the power transistors, if those parameters are
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matched, it adds confidence that together with the earlier two “fixes”
there will be no problem with flux imbalance.

This is not a good solution and would be an expensive fix as it is
quite expensive to match transistors in two parameters. To do such
matching requires a specialized test setup that would not be available
if field replacements become necessary.

It also must be ascertained that if the matching is done at certain
load currents and temperature, the matching still holds when these
vary. Further, a storage time match is difficult to make credible, as it
depends strongly on forward and reverse base input currents in the
bipolar transistors. Generally any matching is done by matching Vce
and Vbe (the “on” collector-to-emitter and base-to-emitter voltages)
at the maximum operating current. Hence matching is not a viable
solution for high-volume commercial supplies.

2.2.8.4 Using MOSFET Power Transistors
Since most of the volt-second inequality arises from storage time
inequality between the two bipolar power transistors, the problem
largely disappears if MOSFETs are used, because they have no stor-
age time.

There is an added advantage, as the “on” voltage of a MOSFET tran-
sistor increases with temperature. Thus if one half primary tends to
take a large current, its transistor runs somewhat warmer and its “on”
voltage increases and steals voltage from the winding. This reduces
the volt-second product on that side and tends to restore balance. This,
of course, is qualitatively in the right direction, which is helpful but
cannot be depended on to solve the flux-imbalance problem reliably
at all power levels and with a worst-case combination.

However, with power MOSFETs at power levels under 100 W and
low input voltages (as in most DC/DC converter applications), push-
pull converters can be and are built with a high degree of confidence.

2.2.8.5 Using Current-Mode Topology
By far the best solution to the flux-imbalance problem is to use current-
mode control. This completely and reliably solves the flux-imbalance
problem; also it has significant additional advantages of its own.

In conventional push-pull, there is always a residual concern that
despite all the fixes, a flux-imbalance problem will arise in some
worst-case situation and a transistor will be destroyed. Current-mode
topology solves this problem by monitoring the current in each of
the push-pull transistors on a pulse-by-pulse basis. The control cir-
cuit then forces alternate current pulses to have equal amplitude,
maintaining the working point very near the center of the B/H loop.
Details of current-mode topology will be discussed in Chapter 5.
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2.2.9 Power Transformer Design
Relationships

Note The design of wound components is a specialized subject and is cov-
ered in more detail in Chapter 7. The correct design of transformers, inductors,
and chokes is essential for optimum performance of the equipment. The engi-
neer who takes the time to become fully competent in this area will get much
better results, so the reader is urged to study Chapter 7 before proceeding
with any real designs.

After Pressman In the following section Mr. Pressman shows an itera-
tive method for selecting the core size and winding parameters. It serves as
a good example of the rather lengthy process required if this method is used.
The reader will do well to study this process, which shows the interaction
between the various parameters. However, in practice, optimum designs nor-
mally start by defining the maximum permitted temperature rise (typically
30◦C), and one of the nomogram-assisted methods or computer programs
would be used to provide a much faster solution with a defined result, avoid-
ing the tedious iterative procedure. ∼ K.B.

2.2.9.1 Core Selection
The design of a transformer starts with the initial selection of a core
to satisfy the desired total output power. The available output power
from a particular core depends on the operating frequency, the oper-
ating flux density swing (B1 and B2 in Figure 2.3), the core’s area Ae,
the bobbin winding window area Ab, and the current density in each
winding.

Decisions on each of these parameters are interrelated, and choices
are made to minimize the transformer size and its temperature rise.
In the magnetics section of Chapter 7 an equation is derived showing
a recommended output power for a given core as a function of the
parameters mentioned earlier.

The equation can be used in a set of iterative calculations, first mak-
ing a tentative selection of a specific core, peak flux density, and oper-
ating frequency, and calculating the available output power. Then if
the available power is insufficient, a larger-sized core is selected and
the calculations repeated until a core with the required output power
is found.

This is a long and cumbersome procedure; instead the equation is
turned into a set of charts that permit a core and operating frequency
to be selected at a glance for any desired output power. Such equations
and charts will be found for most of the commonly used topologies
in Chapter 7.
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We will assume that these charts will be used to select a specific
core so that the area Ae is known. The rest of the transformer design
involves calculation of the number of turns on the primary and sec-
ondaries, selection of wire sizes, calculation of core and copper losses,
and finally the calculation of transformer temperature rise.

The optimum arrangement of the various layers of wire on the core
bobbin is important in improving coupling between the windings
and in reducing copper losses due to “skin” and “proximity” effects.
Winding arrangements, skin, and proximity effects will be discussed
in Chapter 7.

For this example, the design will proceed using the core chosen
from the selection charts described earlier, providing a known value
of the core area Ae .

2.2.9.2 Maximum Power Transistor On-Time Selection
Equation 2.1 has shown that the converter keeps the output voltage
Vm constant by increasing Ton as Vdc decreases. Thus the maximum
“on” time Ton occurs at the minimum specified DC input voltage Vdc .
But in this type of converter the maximum “on” time must not exceed
half the switching period T . If it were to do so, the reset volt-second
product would be less than the set volt-second product (see Section
2.2.5), and after a very few cycles, the core would drift into saturation
and destroy a power transistor.

Moreover, because of the inevitable storage time in bipolar transis-
tors, the base drive “on” time cannot be as large as a full half period, as
the storage time would cause an overlap with the opposite transistor.
This would result in immediate failure, because the two power transis-
tors would effectively short out the winding. Each transistor would
take large currents at the full supply voltage and would rapidly be
destroyed.

Thus, to ensure that the core will always be reset within one period
and eliminate any possibility of simultaneous conduction, whenever
the DC input voltage is at its minimum Vdc and the feedback loop is
trying to increase Ton to maintain Vm constant, the maximum “on” time
will be constrained by some kind of a clamp so as to never be more
than 80% of a half period. Then in Eq. 2.1, for the specified Vdc, T and
for Ton = 0.8T/2, the ratio Nm/Np will be fixed to yield the desired
output Vm.

TIP Modern drive and control ICs provide adjustable (so-called) “dead
time” to prevent power device overlap. In some designs, dynamic methods are
provided such that the state of conduction of the power devices is monitored
and the drive signal is delayed until the previous active power device has
turned fully “off,” before the next is allowed to turn “on.” This allows the full
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range of duty cycle to be utilized while completely eliminating any possibility
of overlap. ∼ K.B.

2.2.9.3 Primary Turns Selection
The number of primary turns is determined by Faraday’s law (see Eq.
1.17). From it Np is fixed by the minimum voltage across the primary
(Vdc − 1) and the maximum “on” time, which, as earlier, is to be no
more than 0.8T/2. Then

Np = (Vdc − 1)(0.8T/2) × 108

Aed B
(2.7)

Since Ae in Eq. 2.7 is fixed by the selected core, Vdc and T are specified
and the number of primary turns is fixed as soon as dB (the desired
flux change in 0.8T/2) is decided on. This decision is made as follows.

TIP The reader may prefer to use a dimensionally modified version of
Faraday’s law that provides turns directly as follows:

N = VTon

Ae�B

Where N = turns
V = voltage across the winding (Vdc)
Ton = maximum “on” period, microseconds
�B = flux density swing, teslas (1 tesla = 10,000 gauss)
Ae = effective core area, mm2

For all magnetic calculations, I prefer to work in the preceding modified SI
units, as these yield immediate solutions, avoiding the unwieldy exponents,
thus reducing errors. ∼ K.B.

2.2.9.4 Maximum Flux Change (Flux Density Swing) Selection
From Eq. 2.7, it is seen that the number of primary turns is inversely
proportional to dB, the flux swing. It would seem desirable to maxi-
mize dB so as to minimize Np, since fewer turns would mean that a
larger wire size could be used, resulting in higher permissible currents
and more output from a given core. Also, fewer turns would result in
a less expensive transformer and lower stray parasitic capacities.

From the hysteresis loop of Figure 2.3, however, it is seen that in
ferrite cores, the loop enters the curved portion above ± 2000 G. It
is desirable to stay below this point, where the magnetizing current
starts increasing rapidly. So initially a good choice would appear to
be ± 2000 G (0.2 tesla). But we must also consider core losses.

Ferrite core losses increase at about the 2.7th power of the peak
flux density and at about the 1.6th power of the operating frequency.
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Hence, up to about 50 kHz, core losses do not prohibit operation to
± 2000 G, and it may appear desirable to operate at that flux level.

However, to prevent core saturation under transient conditions, it
is better to provide a wider margin. We will see shortly that it is prefer-
able to restrict operation to ± 1600 G even at frequencies where core
losses are not prohibitive. Faraday’s law solved for the flux change
dB is

dB = (Vdc − 1)(Ton) × 108

Np Ae
(2.8)

Equation 2.8 says that if Np is chosen for a given dB—say, from
−2000 to +2000 G, or a dB of 4000 G, then as long as the product
of (Vdc − 1)(Ton) is constant, dB will be constant at 4000 G. Further,
if the feedback loop is working and keeping the output voltage Vm
constant, Eq. 2.1 says that (Vdc − 1)(Ton) is constant and dB will truly
remain constant. So providing the feedback loop always ensures that
whenever Vdc is a minimum, that Ton is at a maximum, then Ton and
Vdc can never be simultaneously maximum.

However, in some transient or fault conditions, if Ton has been at
maximum for a single, or possibly even a few cycles, and Vdc had a
transient step to 50% above its normal value, the feedback loop may
fail to reduce the “on” time rapidly enough (as normally required by
Eq. 2.1), and there may exist a short period when Vdc and Ton would
be maximum at the same time. In this event, Equation 2.8 shows that
dB would be 1.5(4000) or 6000 G.

Then if the core had started from the −2000-G point, at the end
of that “on” time the core would have been driven 6000 G above
that, or to +4000 G. The hysteresis loop (see Figure 2.3) shows that at
temperatures somewhat above 25◦C, it would be deep in saturation
and could not support the applied voltage. The transistor would be
subject to high current and high voltage and would rapidly fail.

It will be seen in the feedback analysis section of Chapter 12 that the
error amplifier has a delay in its response time, because its bandwidth
is limited to stabilize the feedback loop. Hence, it is always possible for
both the input voltage and “on” time to be maximum for a transient
period due to the inevitable delay in the response of the error amplifier,
although the error amplifier will eventually correct the “on” time so
as to keep the product (Vdc − 1)(Ton) constant in accordance with Eq.
2.1. If the core is subjected to maximum input voltage and maximum
“on” time as a result of error-amplifier delay, even for a single cycle,
it may saturate the core and destroy a transistor.

However if Np in Eq. 2.8 is chosen to yield dB of 3200 G at Vdc and
Ton, the design is safer and can tolerate a 50% transient step in input
voltage. With dB = 3200 G, if the error amplifier is too slow to correct
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the “on” time, the transformer dB will be 1.5(3200) or 4800 G; and if
the core started from its normal minimum flux of −1600 G, it will be
driven up to only −1600 + 4800 or +3200 G. The hysteresis loop of
Figure 2.3 shows that the core can tolerate that even at 100◦C.

Thus the number of primary turns is selected from Eq. 2.7 for dB =
3200 G even at lower frequencies where a large flux may not cause
excessive core losses. Above 50 kHz, the core losses increase rapidly
and force a lower flux density selection. At 100 to 200 kHz, the peak
flux density may be limited to 1200 or even 800 G to achieve an ac-
ceptably low core temperature rise.

2.2.9.5 Secondary Turns Selection
The turns for the main and slave outputs are calculated from Eqs. 2.1,
2.2, and 2.3 in accordance with the specified, or calculated, voltage
requirements. We see that the input voltage Vdc and T have been spec-
ified. The maximum “on” time Ton has been arbitrarily set at 0.8T/2,
and Np has been calculated from Faraday’s law (see Eq. 2.7) for the
known Ae for the selected core. Flux swing dB has been set at 3200 G for
frequencies under 50 kHz and to minimize core losses. Lower values
will be used at higher frequencies as discussed earlier.

2.2.10 Primary, Secondary Peak
and rms Currents

In this example, wire sizes will be selected on the basis of a conser-
vative operating current density. Current density is given in terms of
rms current in amps per circular mil∗ of wire cross-sectional area.

Hence, before we can start selecting wire sizes for any winding, we
require a knowledge of the rms currents in each winding.

2.2.10.1 Primary Peak Current Calculation
Current drawn from the DC input source Vdc may be monitored in the
transformer center tap and has the waveform shown in Figures 2.1b
and 2.1d. The pulses have the characteristic ramp-on-a-step wave-
shape because the secondaries all have output LC filters as discussed
in Section 1.3.2. The primary current is simply the sum of all the sec-
ondary ramp-on-a-step currents reflected into the primary by their
turns ratios, plus the magnetizing current.

As discussed in Section 2.2.9.2, at minimum Vdc input voltage, the
transistor “on” times will be 80% of a half period. Further, since there is
one pulse for each half period, the duty cycle of the pulses in Figure 2.1

∗A circular mil is the area of a circle 1 mil in diameter. Thus, area in square
inches = (π/4)10−6 (area in circular mils).
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is 0.8 at Vdc. To simplify calculation, the pulses in the figure are
assumed to have an equivalent flat-topped waveshape whose am-
plitude Ipft is the value of the current at the center of the ramp.

Then the input power at Vdc is that voltage times the average cur-
rent, which is 0.8Ipft, and assuming 80% efficiency (which is usually
achievable up to 200 kHz), Po = 0.8Pin or

Pin = 1.25Po = Vdc0.8Ipft

Then

Ipft = 1.56
Po

Vdc
(2.9)

This is a useful relation, as it gives the equivalent flat-topped pri-
mary current pulse amplitude in terms of what is known—the output
power and the specified minimum DC input voltage. It allows selec-
tion of a primary wire size from the calculated primary rms current. It
also allows a transistor with an adequate current rating to be selected.

2.2.10.2 Primary rms Current Calculation
and Wire Size Selection

Each half primary carries only one of the Ipft pulses per period, and
hence its duty cycle is (0.8T/2)/T or 0.4. It is well known that the rms
value of a flat-topped pulse of amplitude Ipft at a duty cycle D is

Irms = Ipft
√

D = Ipft
√

0.4

or

Irms = 0.632Ipft (2.10)

and from Eq. 2.9

Irms = 0.632
1.56Po

Vdc
= 0.986Po

Vdc
(2.11)

This gives the rms current in each half primary in terms of the known
parameters: output power and the specified minimum DC input
voltage.

A conservative practice in transformer design is to operate the
windings at a current density of 500 circular mils per rms ampere.
There is nothing absolute about this; current densities of 300 circular
mils per rms ampere are frequently used for windings with only a few
turns. As a general rule, however, densities greater than 300 circular
mils per rms ampere should be avoided, as that will cause excessive
copper losses and temperature rise.
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Thus at 500 circular mils per rms ampere, the required number of
circular mils for the half primaries is

Circular mils = 500
0.986 Po

Vdc

= 493
Po

Vdc

(2.12)

Notice that this is also in terms of known values—output power and
specified minimum DC input voltage. Proper wire size can then be
chosen from wire tables at the circular mils given by Eq. 2.12.

2.2.10.3 Secondary Peak, rms Current, and Wire Size Calculation
Currents in each half secondary are shown in Figure 2.6. Note the
ledge at the end of the transistor “on” time. This ledge of current exists
because there is no free-wheeling diode D1 at the input to the filter
inductor as in the buck regulator of Figure 1.4. In the buck, the free-
wheeling diode was essential as a return path for inductor current
when the transistor turned off. When the transistor turned off, the
polarity across the output inductor reversed, and its input end would
have gone disastrously negative if it had not been caught by the free-
wheeling diode at about 1 V below ground. Inductor current then
continued to flow through the free-wheeling diode D1 of Figure 1.4e.
This problem does not exist in the rectifier circuit shown in Figure 2.6.

In the push-pull output rectifier stage, the function of the free-
wheeling diode is performed by the output rectifier diodes D1 and
D2. When either transistor turns “off,” the input end of the inductor
tries to go negative. As soon as it goes about one diode drop below
ground, both rectifiers conduct, each drawing roughly half the total
current the inductor had been drawing just prior to turn “off” (see
Figures 2.6d and 2.6e). Since the impedance of each half secondary
is small, there is negligible drop across them, and the rectifier diode
cathodes are caught at about 1 V below ground.

Thus if half-secondary rms currents are to be calculated exactly, the
ledge currents during the 20% dead time should be taken into account.
However, in this example it can be seen that they are only about half
the peak inductor current and have a duty cycle of (0.4T/2)/T or 0.2.
With such small amplitudes and duty cycle they can be ignored in
this example. Each half secondary can then be considered to have
the characteristic ramp-on-a-step waveform, which at minimum DC
input comes out to a duty cycle of (0.8T/2)/T or 0.4. The magnitude
of the current at the center of the ramp is the DC output current Idc,
as can be seen from Figure 2.6 f.
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FIGURE 2.6 Output rectifiers D1 and D2 serve as free-wheeling diodes in a
push-pull rectifier circuit. Each secondary winding carries half the normal
free-wheeling “ledge” during the 20% dead time. This should be considered
in estimating secondary copper losses.

2.2.10.4 Primary rms Current, and Wire Size Calculation
To simplify the primary current rms calculations, the ramp-on-a-step
pulses will be approximated by “equivalent flat-topped” pulses Iaft,
whose amplitude is that at the center of the ramp or the DC output
current Idc with a duty cycle of 0.4.
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Thus rms current in each half secondary is

Is(rms) = Idc
√

D = Idc
√

0.4 = 0.632Idc (2.13)

At 500 circular mils per rms ampere, the required number of circular
mils for each half secondary is

Secondary circular mil requirement = 500(0.632)Idc
= 3.16Idc

(2.14)

2.2.11 Transistor Voltage Stress and
Leakage Inductance Spikes

It can be seen from the polarities of the transformer primary windings
in Figure 2.1 that when either transistor is “on,” the opposite transis-
tor’s collector is subject to at least twice the DC supply voltage, since
both half primaries have an equal number of turns and are in series,
with the center tap connected to the supply.

However, the maximum stress is somewhat more than twice the
input voltage. An additional contribution comes from the so-called
leakage inductance spikes shown in Figures 2.1a and 2.1c. These come
about because there is effectively a small inductance (leakage induc-
tance Ll ) in series with each half primary as shown in Figure 2.7a .

At the instant of turn “off,” current in the transistor falls rapidly
at a rate dI/dT, causing a positive-going spike of amplitude e = Ll
dI/dT at the bottom end of the leakage inductance. Conservative de-
sign practice assumes the leakage inductance spike may increase the
stress voltage by as much as 30%, more than twice the maximum DC
input voltage. Hence the transistors should be chosen so that they can
tolerate with some safety margin a maximum voltage stress Vp of

Vp = 1.3(2Vdc) (2.15)

The magnitude of the leakage inductance is not easily calculable. It
can be minimized by use of a transformer core with a long center leg
and by sandwiching the secondary windings (especially the higher
current ones) in between halves of the primary. A good transformer
should have leakage inductance of no more than 4% of its magnetizing
inductance.

TIP The leakage inductance of any winding can be easily measured by short-
circuiting all other windings and measuring the residual inductance on the
required winding. ∼ K.B.

Leakage inductance spikes can be minimized by addition of a
snubber circuit (a capacitor, resistor, and diode combination) con-
nected to the transistor collector as shown in Figure 2.7a . Such
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FIGURE 2.7 (a ) How leakage inductances cause spikes on the collectors of
the power devices. (b) How leakage inductance stems from the fact that
some of the magnetic flux lines return through a local air path rather than
linking the secondary through the core. (c) The low-frequency equivalent
circuit of a transformer showing magnetizing inductance Lm and primary
and secondary leakage inductances L1p, L1s .

configurations also serve the important function of reducing AC
switching losses by load line shaping (phase shifting the overlap of
falling transistor current and rising voltage at the collector). Detailed
design of snubbers and some associated penalties they incur are dis-
cussed in Chapter 11.

Leakage inductance arises from the fact that some of the primary’s
magnetic flux lines do not return through the core and couple with the
secondary windings. Instead, they return around the primary winding
through a local air path as seen in Figure 2.7b.

The equivalent circuit of a core with its magnetizing Lm (see Section
2.2.6) and primary L1p leakage inductances is shown in Figure 2.7c.
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Secondary leakage inductance arises from the fact that some of the
secondary current’s magnetic flux lines also do not couple with the
primary but instead link the secondary windings via a local air path.
But in most cases, there are fewer turns on the secondary than on the
primary, and L1s can be neglected.

The transformer equivalent circuit shown in Figure 2.7c is a valuable
tool in the understanding of many unexpected circuit effects and can
be used up to about 300 to 500 kHz, where shunt parasitic capacitors
across and between windings must also be taken into account.

2.2.12 Power Transistor Losses
2.2.12.1 AC Switching or Current-Voltage “Overlap” Losses
Leakage inductance in the power transformer allows a very rapid
collector voltage fall time because for a short time when a transistor
turns on, the leakage inductance has a very high impedance. Since
the current cannot change instantaneously through an inductor, the
collector current rises slowly during the turn “on” edge. Thus there
is very little overlap of falling voltage and rising current at turn “on”
and negligible switching loss.

At turn “off,” however, the inductance tends to maintain the previ-
ous current constant. Hence there is significant overlap and a worst-
case scenario may be assumed, such as that shown for the buck
regulator of Figure 1.5b. The exact situation is shown in Figure 2.8,

FIGURE 2.8 Switching loss due to current/voltage overlap.
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where it is assumed that the current hangs on at its equivalent flat-
topped peak value Ipft (see Section 2.2.10.1) for the time it takes the
voltage to rise from near zero to its maximum value of 2Vdc. The volt-
age then remains at 2Vdc during the time, Tcf, it takes the current to
fall from Ipft to zero. Assuming Tvr = Tcf = Ts and a switching period
T, the total switching dissipation per transistor per period Pt(ac) is

Pt(ac) = Ipft
2Vdc

2
Ts

T
+ 2Vdc

Ipft

2
Ts

T

= 2( Ipft)(Vdc)
Ts

T

and from Eq. 2.9, Ipft = 1.56( Po/Vdc):

Pt(ac) = 3.12
Po

Vdc
Vdc

Ts

T
(2.16)

Notice there are negligible switching losses at turn “on” because
transformer leakage inductance causes a very fast voltage fall and a
slow current rise. This results in very little turn “on” loss. However,
worst-case scenario is shown at turn “off.” The current remains con-
stant at its peak Ipft until voltages rises to 2Vdc. The voltage remains
at 2Vdc for the duration of the current fall time Tcf, producing a large
turn “off” loss.

2.2.12.2 Transistor Conduction Losses
The conduction losses are simply the transistor “on” voltage multi-
plied by the “on” current for each device averaged over a cycle, or

Pdc = IpftVon
0.8T/2

T
= 0.4IpftVon

It will be seen in Chapter 8 that a technique called Baker clamping can
be used to reduce transistor storage times for bipolar base drives. This
forces the collector “on” potential Vce to be about 1 V over a large range
of current. Then for Ipft from Eq. 2.9 we obtain

Pdc = 0.4
1.56Po

Vdc
= 0.624Po

Vdc
(2.17)

and total losses per transistor are

Ptotal = Pt(ac) + Pdc

= 3.12
Po

Vdc
Vdc

Ts

T
+ 0.624Po

Vdc

(2.18)
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2.2.12.3 Typical Losses: 150-W, 50-kHz Push-Pull Converter
It will be instructive to calculate the dissipation per transistor in a
150-W push-pull converter at 50 kHz operating from a 48-volt power
source.

The standard telephone industry power sources provide a nominal
voltage of 48 V, with a minimum (Vdc) of 38 V and maximum (Vdc) of
60 V. It will be assumed that at 50 kHz, bipolar transistors will be used,
and a reasonable value of the switching time (Ts as defined earlier) of
0.3 μs.

The DC conduction losses from Eq. 2.17 are

Pdc = 0.624 × 150
38

= 2.46 W

but the AC switching losses from Eq. 2.16 are much larger at

Pt(ac) = 3.12 × 150
38

× 60 × 0.3
20

= 11.8 W

Thus the AC overlap or switching losses are about 4.5 times greater
than the DC conduction losses. If MOSFET transistors are considered
with switching times Ts of about 0.05 μs, it can be seen that switching
losses would be negligible in this example.

2.2.13 Output Power and Input Voltage
Limitations in the Push-Pull Topology

Aside from the flux-imbalance problem in the push-pull topology,
which does not exist in the current-mode controlled version, limita-
tions include the useful power working area as defined in Eq. 2.9, and
input voltage in Eq. 2.15.

Equation 2.9 gives the peak current required of the transistor for
a desired output power, and Eq. 2.15 gives the maximum voltage
stress on the transistor in terms of the maximum DC input voltage.
These requirements limit the power rating of the push-pull topology
to around 500 W when using bipolar transistors. Above that, it is
difficult to find transistors that can meet the peak current and voltage
stress while being fast enough with adequate gain.

The technology is constantly improving, and without doubt a faster
MOSFET with adequately high voltage and current ratings and suffi-
ciently low “on” voltages would extend this power range.

As an example, we will consider a 400-W push-pull converter op-
erating from telephone industry prime voltage source that is 48 V
(nominal), 38 V (minimum), and 60 V (maximum).
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Equation 2.9 gives the peak current requirement as Ipft =
1.56Po/Vdc = 1.56(400)/38 = 16.4 A, and Eq. 2.15 gives the maxi-
mum “off” voltage stress as Vp = 2.6Vdc = 2.6 × 60 = 156 V. To
provide a margin of safety, a transistor with at least a 200-V rating
would be selected.

A possible candidate would be the MJ13330 bipolar transistor. It
has a 20-A peak current rating, a Vceo rating of 200 V, and Vcer rating
of 400 V (the voltage it can sustain when it has a negative bias of −1
to −5 V at turn “off”). It can thus meet the peak voltage and current
stresses.

At 16 amps, it has a maximum “on” saturation voltage of about 3 V,
a minimum gain of about 5, and a storage time of 1.3 to 4 μs. How-
ever, with these limitations, it would have high DC and AC switching
losses, have difficulty with flux imbalance (unless the current-mode
version of push-pull were used), and would have difficulty operating
above 40 kHz because of the long storage times.

A potential MOSFET for such an application is the MTH30N20.
This is a 30-A, 200-V device that at 16 A would have only 1.3 V “on”
state voltage drop and hence half the DC conduction losses of the
preceding bipolar transistor. With its fast switching times it would
have quite low switching losses, but this and similar devices can be
quite expensive.

For offline converters, the push-pull topology is not very attractive
due to the large voltage stress of 2.6Vdc (see Eq. 2.15). For example,
with a 120-V AC line input and ± 10% tolerance, the peak rectified DC
voltage is 1.41 × 1.1 × 120 = 186 V. Hence during turn “off” at the top
of the leakage spike, Eq. 2.15 gives a peak stress of 2.6 × 186 = 484 V.

We must also allow for transients in the supply above the maximum
steady-state values. Transients are seldom specified for commercial
power supplies, but conservative design practice assumes stress at
least 15% above the maximum steady-state value, increasing the max-
imum stress to 1.15 × 484 or 557 V.

Input voltage transients in special cases can be even greater, for ex-
ample, the specifications on military aircraft given by Military Stan-
dard 704. Here the nominal voltage is 113 V AC but with a 10-ms
transient to 180 V AC, the peak “off” stress from Eq. 1.42 would be
180 × 1.41 × 2.6 or 660 V. Although there are many fast bipolar tran-
sistors that can safely sustain voltages as high as 850 V with reverse
input bias, clearly it is not good practice to use a topology that subjects
the transistors to high voltage transients.

Some topologies subject the transistors to only the normal maxi-
mum DC input voltage stress with no leakage spike. These are a better
choice for high voltage and “offline” applications, not only because of
the lesser voltage stress, but also because the smaller voltage excursion
at turn “off” produces less EMI (electromagnetic interference).



C h a p t e r 2 : P u s h - P u l l a n d F o r w a r d C o n v e r t e r T o p o l o g i e s 73

2.2.14 Output Filter Design Relations
2.2.14.1 Output Inductor Design
It was pointed out in Section 2.2.4 that in both master and slave out-
puts, the output inductors should not be permitted to go discontinu-
ous. Remember, the discontinuous-mode situation commences at the
critical current where the inductor current ramp of Figure 1.6b has
dropped to zero. This occurs when the DC current has dropped to
half the ramp amplitude dI (see Section 1.3.6). Then

d I = 2Idc = VL
Ton

Lo
= (V1 − Vo )

Ton

Lo
(2.19)

Figure 2.9 shows the output rectifier circuit for calculation of Lo, Co .

When Vdc is at its minimum, Ns will be chosen so that as V1 is at its

FIGURE 2.9 Output rectifier circuit and waveforms.
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minimum, Ton will not have to be greater than 0.8T/2 to yield the
specified value of Vo .

But Vo = V1(2Ton/T). Then

Ton = Vo T
2V1

But Ns will be chosen so that Ton will be 0.8T/2 when Vdc and conse-
quently, V1, are at their minimum so that

Ton = 0.8T
2

= Vo T
2V1

or V1 = 1.25Vo

and

dI = (1.25Vo − Vo )(0.8T/2)
Lo

= 2Idc and Lo = 0.05Vo T
Idc

Then if the minimum current Idc is specified as one-tenth the nom-
inal current Ion (the usual case),

Lo = 0.5Vo T
Ion

(2.20)

where Lo is in henries
Vo is in volts
T is in seconds
Idc is minimum output current in amperes
Ion is nominal output current in amperes

2.2.14.2 Output Capacitor Design
The output capacitor Co is selected to meet the maximum output ripple
voltage specification. In Section 1.3.7 it was shown that the output
ripple is determined almost completely by the magnitude of the ESR
(equivalent series resistance, Ro ) in the filter capacitor and not by the
magnitude of the capacitor itself. The peak-to-peak ripple voltage Vr
is very closely equal to

Vr = RodI (2.21)

where dI is the selected peak-to-peak inductor ramp amplitude.
However, it was pointed out that (for aluminum electrolytic ca-

pacitors) the product RoCo has been observed to be relatively con-
stant over a large range of capacitor magnitudes and voltage ratings.
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For aluminum electrolytics, the product RoCo ranges between 50 and
80 × 10−6. Then Co is selected as

Co = 80 × 10−6

Ro
= 80 × 10−6

Vr/dI

= (80 × 10−6)(dI)
Vr

(2.22)

where Co is in farads for dI in amperes (see Eq. 2.19) and Vr is in volts.

2.3 Forward Converter Topology
2.3.1 Basic Operation
A typical triple output forward converter topology is shown in
Figure 2.10. This topology is often chosen for output powers under
200 W with DC supply voltages in the range of 60 to 200 V. Below
60 V, the primary input current becomes uncomfortably large at the
higher power levels. Above about 250 V, the maximum voltage stress
on the transistors becomes uncomfortably large.

Further, it will be shown that above output powers of 200 W or so,
the primary input current becomes too large even at the higher supply
voltages. We will see this from the following mathematical analysis.

The topology is similar to the push-pull circuit of Figure 2.1, but
does not suffer from the latter’s major shortcoming of flux imbalance,
since it has one rather than two transistors. Compared with the push-
pull, at lower power it is more economical in cost and size.

In Figure 2.10 we see a master output Vom and two slaves, Vs1 and
Vs2. A negative-feedback loop is closed around the master, and con-
trols the Q1 “on” time so as to keep Vom constant against line and
load changes. With an “on” time fixed by the master feedback loop,
the slave outputs Vs1 and Vs2 are fully regulated against input volt-
age changes but only partly (about 5 to 8%) against load changes in
themselves or in the master. The circuit works as follows.

If we compare the forward converter with the push-pull of Figure
2.1, we see that one of the transistors has been replaced by the diode
D1. When Q1 is turned “on,” the start of the primary winding Np (the
dot end) and the start of all secondaries go positive. Current flows into
the dot end of Np. At the same time, all rectifier diodes D2 to D4 are
forward-biased, and current flows out of the starts of all secondaries
into the LC filters and the loads. Note that power flows into the loads
when the power transistor Q1 is turned “on,” hence the term forward
converter. Both the push-pull and buck regulators deliver power to
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FIGURE 2.10 Forward converter topology and waveforms. In this example
the feedback loop is closed around the chosen master output Vom, which is
regulated against line and load changes. The two semiregulated slaves (Vs1

and Vs2) will be regulated against line changes only.

the loads when the power transistors are “on,” so both are forward
converters.

In contrast, the boost regulator, the polarity inverter (see Figures
1.10 and 1.14), and the flyback type (which will be discussed in a later
chapter) store energy in an inductor or transformer primary when the
power transistor is ”on” and deliver it to the load when the transistor
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turns “off.” Such energy storage topologies can operate in either the
discontinuous or continuous mode. These topologies are fundamen-
tally different from the forward converters and were discussed in Sec-
tions 1.4.2 and 1.4.3. They will be taken up again in Chapter 4, which
covers the flyback topology.

Consider Figure 2.10: if transistor Q1 has an “on” time of Ton, the
voltage at the master rectifier cathode D5 is at a high level for a period
of Ton. Assuming a 1-V “on” voltage for Q1 and a rectifier forward
drop of VD2, the high-level voltage Vomr is

Vomr =
[

(Vdc − 1)
Nm

Np

]
− VD2 (2.23)

The circuitry after the rectifier diode cathodes is exactly like that
of the buck regulator of Figure 1.4. Diodes D5 to D7 act like the free-
wheeling diode D1 of that figure. When Q1 turns “off,” the current
established in the magnetizing inductance of T1 while Q1 was “on”
(recall the equivalent circuit of a transformer as in Figure 2.7c) reverses
the polarity of the voltage across Np. Now all the starts (dot ends) of
primary and secondary windings go negative. Without the “catch”
action of diode D1, the dot end of Nr would go very far negative; since
Np and Nr usually have equal turns, the no-dot end of Np would go
sufficiently positive to avalanche Q1 and destroy it.

However, with the catch action of diode D1, the dot end of Nr will
be clamped at one diode drop below ground. If there were no leakage
inductance in T1 (recall again the equivalent circuit of a transformer
as in Figure 2.7c), the voltage across Np would equal that across Nr .

Assuming that the 1-V forward drop across D1 can be neglected, the
voltage across Nr and Np is Vdc, and the voltage at the no-dot end of
Np and at the Q1 collector is then 2Vdc.

We have seen previously that within one cycle, if a core has moved
in one direction on its hysteresis loop, it must be restored to exactly
its original position on the loop before it can be allowed to move
in the same direction again in the next cycle. Otherwise, after many
cycles, the core will “staircase” into saturation. If this is allowed to
happen, the core will not be able to support the applied voltage, and
the transistor will be destroyed.

Figure 2.10 shows that when Q1 is “on” for a time Ton, Np is sub-
jected to volt-second product VdcTon with its dot-end positive, that
volt-second product is the area A1 in Figure 2.10. By Faraday’s law
(see Eq. 1.17), that volt-second product causes—say, a positive—flux
change dB = (VdcTon/Np Ae )10−8 gauss.

When Q1 turns “off,” and the magnetizing inductance has reversed
the polarity across Np and kept its no-dot end at 2Vdc long enough for
the volt-second area product A2 in Figure 2.10 to equal area A1, the
core has been restored to its original position on the hysteresis loop,
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and the next cycle can safely start. We can see that the “reset volt-
seconds” has equaled the “set volt-seconds.”

When Q1 turns “off,” the dot ends of all secondaries go negative
with respect to their no-dot ends. Current in all output inductors L1
to L3 will try to decrease. Since current in inductors cannot change in-
stantaneously, the polarity across all inductors reverses in an attempt
to maintain the current’s constant. The input ends of the inductors
try to go far negative, but are caught at one diode drop below out-
put ground by free-wheeling diodes D5 to D7 (see Figure 2.10), and
rectifier diodes D2 to D4 are reverse-biased. Inductor current now con-
tinues to flow in the same direction through the output end, returning
through the load, partly through the filter capacitor, up through the
free-wheeling diode and back into the inductor.

Voltage at the cathode of the main diode rectifier D2 is then as shown
in Figure 2.11b. It is high at a level of [(Vdc −1)(Nm/Np)]−VD2 for time
Ton, and for a time T − Ton it is one free-wheeling diode (D5) drop
below ground. The LC filter averages this waveform, and assuming
that the forward drop across D5 equals that across D2(= Vd ), the DC
output voltage at Vom is

Vom =
[(

(Vdc − 1)
Nm

Np

)
− Vd

]
Ton

T
(2.24)

2.3.2 Design Relations: Output/Input
Voltage, “On” Time, Turns Ratios

The negative-feedback loop senses a fraction of Vom, compares it with
the reference voltage Vref, and varies Ton so as to keep Vom constant
for any changes in Vdc or load current.

From Eq. 2.24 it can be seen that as Vdc changes, the feedback loop
keeps the output constant by keeping the product VdcTon constant.
Thus maximum Ton(Ton) will occur at minimum specified Vdc(Vdc),
and Eq. 2.24 can be rewritten for minimum DC input voltage as

Vom =
[((

Vdc − 1
) Nm

Np

)
− Vd

]
Ton

T
(2.25)

In relation in Eq. 2.25, a number of design decisions must be made
in the proper sequence. First, the minimum DC input voltage Vdc is
specified. Then the maximum permitted “on” time Ton, which occurs
at Vdc (minimum Vdc), will be set at 80% of a half period.

This margin is included to ensure (see Figure 2.10) that the area
A2 can equal A1. If the “on” time were permitted to go to a full half
period, A2 would just barely equal A1 at the start of the next full cycle.
Then any small increase in “on” time due to storage time changes with
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FIGURE 2.11 Critical secondary currents in forward converter. Each
secondary has the characteristic ramp-on-a-step waveshape because of the
fixed voltage across the output inductor during Ton and its constant
inductance. Inductor current is the sum of the secondary plus the
free-wheeling diode current. It ramps up and down about the DC output
current. Primary current is the sum of all the ramp-on-a-step secondary
currents, reflected by their turns ratios into the primary. Primary current is
therefore also a ramp-on-a-step waveform.

temperature or production spreads would not permit A2 to equal A1.
The core would not be completely reset to its starting point on the
hysteresis loop; it would drift up into saturation after a few cycles
and destroy the transistor.

Next the number of primary turns Np is established from Faraday’s
law (see Eq. 1.17) for Vdc, and a certain specified flux change dB in
the time Ton. Limits on that flux change are similar to those described
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for the push-pull topology in Section 1.5.9 and will also be discussed
later.

Thus, in Eq. 2.25, Vdc, Ton, T , and Vd are specified, and Np is cal-
culated from Faraday’s law. This fixes the number of main secondary
turns Nm needed to achieve the required main output voltage Vom.

2.3.3 Slave Output Voltages
The slave output filters L2, C2 and L3, C3 average the width-
modulated rectangular waveforms at their respective rectifier cath-
odes. The waveform upper levels are [(Vdc − 1)(Ns1/Np)] − Vd3 and
[(Vdc − 1)(Ns2/Np)] − Vd4, respectively. The low level voltages are one
diode drop below ground. They are at the high level for the same max-
imum Ton as is the main secondary, when the input DC input voltage
is at the specified minimum Vdc. Again assuming that the forward
rectifier and free-wheeling diode drops equal Vd, the slave output
voltages at low line Vdc are

Vs1 =
[(

(Vdc − 1)
Ns1

Np

)
− Vd

]
Ton

T
(2.26)

Vs2 =
[(

(Vdc − 1)
Ns2

Np

)
− Vd

]
Ton

T
(2.27)

By regulating Vom, the feedback loop keeps VdcTon constant, but that
same product appears in Eqs. 2.26 and 2.27, and hence the slave out-
puts remain constant as Vdc varies.

It can be seen from Eq. 2.24 and Figure 2.14 that the negative-
feedback loop keeps the main output constant for either line or load
changes by appropriately controlling Ton period, so that the sampled
output is equal to the reference voltage Vref. This is not so obvious
for load changes, since load current does not appear directly in Eq.
2.24, but it does appear indirectly. Load changes will change the “on”
voltage of Q1 (assumed as 1 V heretofore) and the forward drop in
the rectifier diode. Although these changes are small, they will cause
small changes in the output voltage that will be sensed and corrected
by the error amplifier by making a small change in Ton.

Moreover, as can be seen in Eqs. 2.26 and 2.27, any change in Ton
without a corresponding change in Vdc will cause the slave output volt-
ages to change. The slave output voltages also change with changes in
their own load currents. As those currents change, the rectifier forward
drops also change, causing a change in the peak voltage at the input
to the LC averaging filter. So slave output voltages will change the
peak voltages to the averaging filters, with no corresponding change
in Ton. Such changes in the slave output voltages as a result of load
changes in the master and slave can be limited to within 5 to 8%.
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As discussed in Section 2.2.4, neither master nor slave output in-
ductors can be permitted to go discontinuous at their minimum load
currents. This is ensured by choosing appropriately large output in-
ductors, as will be described next.

The number of slave secondary turns Ns1, Ns2 are calculated from
Eqs. 2.26 and 2.27, as all parameters there are either specified, or cal-
culated from specified values. The parameters Vdc,T, and Vd are all
specified, and Ton is set at 0.8T/2 as discussed earlier; Np is calculated
from Faraday’s law (see Eq. 1.17) as described earlier.

2.3.4 Secondary Load, Free-Wheeling Diode,
and Inductor Currents

Knowledge about the amplitudes and waveshapes of the various out-
put currents is needed to select secondary and output inductor wire
sizes and current ratings of the rectifiers and free-wheeling diodes.

As described for the buck regulator in Section 1.3.2, secondary cur-
rent during the Q1 “on” time has the shape of an upward-sloping
ramp sitting on a step (see Figure 2.11c) because of the constant volt-
age across the inductor during this time, with its input end positive
with respect to the output end.

When Q1 turns “off,” the input end of the inductor is negative with
respect to the output end and inductor current ramps downward.
The free-wheeling diode, at the instant of turn “off,” picks up exactly
the inductor current that had been flowing just prior to turn “off.”
That diode current then ramps downward (Figure 2.11d), as it is in
series with the inductor. Inductor current is the sum of the secondary
current when Q1 is “on” plus the free-wheeling diode current when
Q1 is “off,” and is shown in Figure 2.11e. Current at the center of the
ramp in any of Figure 2.11c, 2.11d, or 2.11e is equal to the DC output
current.

2.3.5 Relations Between Primary Current,
Output Power, and Input Voltage

Assume an efficiency of 80% of the total output power from all secon-
daries to the DC power at the input voltage node. Then Po = 0.8Pin
or Pin = 1.25Po . Now calculate Pin at minimum DC input voltage
Vdc ,which is Vdc times the average primary current at minimum DC
input.

All secondary currents have the waveshape of a ramp sitting on
a step because all secondaries have output inductors. These ramp-
on-a-step waveforms have a width of 0.8T/2 at minimum DC input
voltage. All these secondary currents are reflected into the primary
by their turns ratios, and hence the primary current pulse is a single
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ramp-on-a-step waveform of width 0.8T/2. There is only one such
pulse per period (see Figure 2.10) as this is a single-transistor circuit.
The duty cycle of this primary pulse is then (0.8T/2)/T or 0.4.

Like the push-pull topology, this ramp-on-a-step can be approxi-
mated by an equivalent flat-topped pulse Ipft of the same width and
whose amplitude is that at the center of the ramp. The average value
of this current is then 0.4Ipft. Then

Pin = 1.25Po = Vdc(0.4Ipft) or Ipft = 3.13Po

Vdc
(2.28)

This is a valuable relation. It gives the equivalent peak flat-topped
primary current pulse amplitude in terms of what is known at the
outset—the minimum DC input voltage and the total output power.
This permits an immediate selection of a transistor with adequate
current rating and gain if it is a bipolar transistor, or with sufficiently
low “on” resistance if it is a MOSFET type.

For a forward converter, Eq. 2.28 shows Ipft has twice the amplitude
of that required in a push-pull topology (see Eq. 2.9) at the same output
power and minimum DC input voltage.

This is obvious, because the push-pull has two pulses of current
or power per period as compared with a single pulse in the forward
converter. From Eq. 2.25, if the number of secondary turns in the for-
ward converter is chosen large enough, then the maximum “on” time
at minimum DC input voltage will not need to be greater than 80%
of a half period. Then, as seen in Figure 2.10, the area A2 can always
equal A1 before the start of the next period. The core is then always
reset to the same point on its hysteresis loop within one cycle and can
never walk up into saturation.

The penalty paid for this guarantee that flux walking cannot occur
in the forward converter is that the primary peak current is twice that
for a push-pull at the same output power. Despite all the precautions
described in Section 2.2.8, however, there is never complete certainty
in the push-pull that flux imbalance will not occur under unusual
dynamic load or line conditions.

2.3.6 Maximum Off-Voltage Stress
in Power Transistor

In the forward converter, with the number of turns on the reset wind-
ing Nr equal to that on the power winding Np, maximum off-voltage
stress on the power transistor is twice the maximum DC input volt-
age plus a leakage inductance spike. These spikes and their origin
and minimization have been discussed in Section 2.2.11. Conservative
design, even with all precautions to minimize leakage spikes, should
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assume they may be 30% above twice the maximum DC input volt-
age. Maximum off-voltage stress is then the same as in the push-pull
and is

Vms = 1.3(2Vdc) (2.29)

2.3.7 Practical Input Voltage/
Output Power Limits

It was stated at the outset in Section 2.3.1 that the practical maximum
output power limit for a forward converter whose maximum DC input
voltage is under 60 V is 150 to 200 W. This is so because the peak
primary current as calculated from Eq. 2.28 becomes excessive, as
there is only a single pulse per period as compared with two in the
push-pull topology.

Thus consider a 200-W forward converter for the telephone industry
in which the specified minimum and maximum input voltages are 38
and 60 V, respectively. Peak primary current from Eq. 2.28 is Ipft =
3.13Po/Vdc = 3.13(200)/38 = 16.5 A, and from Eq. 2.29, maximum
off-voltage stress is Vms = 2.6Vdc = 2.6 × 60 = 156 V.

To provide a safety margin, a device with at least a 200-V rating
would be used to provide protection against input voltage transients
that could drive the DC input above the maximum steady-state value
of 60 V.

Transistors with 200-V, 16-A ratings are available, but they all have
drawbacks as discussed in Section 2.2.13. Bipolar transistors are slow,
and MOSFETs are easily fast enough but expensive. For such a 200-W
application, a push-pull version guaranteed to be free from flux imbal-
ance would be preferable; with two pulses of current per period, peak
current would be only 8 A. With the resulting lower peak current
noise spikes on the ground buses, the radio-frequency interference
(RFI) would be considerably lower—a very important consideration
for a telephone industry power supply. Such a flux imbalance–free
topology is current mode, which is discussed later.

The forward converter topology, like the push-pull (discussed in
Section 2.2.13), has the same difficulty in coping with maximum volt-
age stress in an offline converter where the nominal AC input voltage
is 120 ± 10%. At high line, the rectified DC input is 1.1 × 120 × 1.41 =
186 V minus 2 V for the rectifier diode drops or 184 V. From Eq.
2.29, the maximum voltage stress on the transistor in the “off” state is
Vms = 2.6 × 184 = 478 V.

At minimum AC input voltage, the rectified DC output is Vdc =
(0.9 × 120 × 1.41) − 2 = 150 V, and from Eq. 2.28, the peak primary
current is Ipft = 3.13 × 22/150 = 4.17 A.
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Thus, for a 200-W offline forward converter the problem is more
the 478-V maximum voltage stress than the 4.17-A peak primary cur-
rent stress. As was seen in Section 2.2.13, when a 15% input tran-
sient is taken into account, the peak off-voltage stress is 550 V. With
a bipolar transistor operating under Vcev conditions (reverse input
bias of −1 to −5 V at the instant of turn “off”), a voltage stress of
even 550 V is not a serious restriction. Many devices have 650- to
850-V Vcev ratings and high gain, low “on” drop, and high speed at
4.17 A. But, as discussed in Section 2.2.13, there are preferable topolo-
gies, discussed next, that subject the off transistor to only Vdc and not
twice Vdc.

2.3.8 Forward Converter With Unequal Power
and Reset Winding Turns

Heretofore it has been assumed that the numbers of turns on the power
winding Np and the reset winding Nr are equal. Some advantages
result if Nr is made less or greater than Np .

The number of primary power turns Np is always chosen by Fara-
day’s law and will be discussed in Section 2.3.10.2. If Nr is chosen less
than Np, the peak current required for a given output power is less
than that calculated from Eq. 2.28, but the maximum Q1 off-voltage
stress is greater than that calculated from Eq. 2.29. If Nr is chosen larger
than Np, the maximum Q1 off-voltage stress is less than that calcu-
lated from Eq. 2.29, but the peak primary current for a given output
power is greater than that calculated from Eq. 2.28. This can be seen
from Figure 2.12 as follows. When Q1 turns “off,” polarities across
Np and Nr reverse; the dot end of Nr goes negative and is caught at
ground by catch diode D1. Transformer T1 is now an autotransformer.
There is a voltage Vdc across Nr and hence a voltage Np/Nr (Vdc) across
Np . The core is set by the volt-second product by VdcTon during the
“on” time and must be reset to its original place on the hysteresis loop
by an equal volt-second product. That reset volt-second product is
Np/Nr (Vdc)Tr .

When Nr equals Np, the reset voltage equals the set voltage, and
the reset time is equal to the set time (area A1 = area A2) as seen in
Figure 2.12b. For Nr = Np, the maximum Q1 “on” time that occurs
at minimum DC input voltage is chosen as 0.8T/2 to ensure that the
core is reset before the start of the next period; Ton + Tr is then 0.8T.

Now if Nr is less than Np, the resetting voltage is larger than Vdc and
consequently Tr can be smaller (area A3 = area A4) as shown in Figure
2.12c. With a shorter Tr , Ton can be longer than 0.8T/2, and Ton+Tr can
still be 0.8T so that the core is reset before the start of the next period.
With a longer Ton, the peak current is smaller for the same average
current and the same average output power. Thus in Figure 2.12c, a
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FIGURE 2.12 Forward converter–collector-to-emitter voltages for three Np

to Nr ratios. Note in all cases that reset volt-second product equals set
volt-second product. (a ) Switching frequency, (b)Np = Nr , (c)Np > Nr ,
(d)Np < Nr .

smaller peak current stress has been traded for a longer voltage stress
than in Figure 2.12b.

With Nr greater than Np, the reset voltage is less than Vdc. Then if
Ton + Tr is still to equal 0.8T, and the reset volt-seconds is to equal
the set volt-seconds (area A5 = area A6 in Figure 2.12d), Tr must be
longer and Ton must be shorter than 0.8T/2, as the reset voltage is
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less than the set voltage. With Ton less than 0.8T/2, the peak current
must be higher for the same average current. Thus, in Figure 2.12d,
a lesser voltage stress has been achieved at the cost of a higher peak
current for the same output power as in Figure 2.12b. This can be seen
quantitatively as

Set Ton + Tr = 0.8T ; reset voltage = Vr = Np

Nr
Vdc (2.30)

For “on” volt-seconds equal to reset volt-seconds,

VdcTon = Np

Nr
VdcTr (2.31)

Combining Eqs. 2.30 and 2.31,

Ton = 0.8T
1 + Nr/Np

(2.32)

For 80% efficiency Pin = 1.25Po and Pin at Vdc = Vdc( Iav) =
Vdc Ipft(Ton)/T or Ipft = 1.25( Po/Vdc)(T/Ton). Then from Eq. 2.32

Ipft = 1.56
(

Po

Vdc

)
(1 + Nr/Np) (2.33)

and the maximum Q1 off-voltage stress Vms—exclusive of the leakage
spike—is the maximum DC input voltage Vdc plus the reset voltage
(voltage across Np when the dot end of Nr is at ground). Thus

Vms = Vdc + Np

Nr
(Vdc) = Vdc(1 + Np/Nr ) (2.34)

Values of Ipft and Vms calculated from Eqs. 2.33 and 2.34 are

Nr /Np Ipft(from Eq. 2.33) Vms(from Eq. 2.34)

0.6 2.50( Po/Vdc) 2.67 Vdc + leakage spike

0.8 2.81( Po/Vdc) 2.25 Vdc + ””

1.0 3.12( Po/Vdc) 2.00 Vdc + ””

1.2 3.43( Po/Vdc) 1.83 Vdc + ””

1.4 3.74( Po/Vdc) 1.71 Vdc + ””

1.6 4.06( Po/Vdc) 1.62 Vdc + ””

2.3.9 Forward Converter Magnetics
2.3.9.1 First-Quadrant Operation Only
The transformer core in the forward converter operates in the first
quadrant of the hysteresis loop only. This can be seen in Figure 2.10.
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When Q1 is “on,” the dot end of T1 is positive with respect to the
no-dot end, and the core is driven, say, in a positive direction on the
hysteresis loop, and the magnetizing current ramps up linearly in the
magnetizing inductance.

When Q1 turns “off,” stored current in the magnetizing inductance
reverses the polarity of voltages on all windings. The dot end of Nr
goes negative until it is caught one diode drop below ground by catch
diode D1. Now the magnetizing current that is stored in the mag-
netic core continues to flow. It simply transfers from Np, where it had
ramped upward during the Q1 “on” time, into Nr where it ramps back
to zero during the “off” time. It flows out of the no-dot end of Nr into
the positive end of the supply voltage Vdc, out of the negative end of
Vdc, through D1, and back into Nr .

Since the dot end of Nr is positive with respect to its no-dot end
during the Q1 “off” time, the magnetizing current Id ramps linearly
downward, as can be seen in Figure 2.10. When it has ramped down
to zero (at the end of area A2 in Figure 2.10), there is no longer any
stored energy in the magnetizing inductance and nothing to hold the
dot end of Nr below the D1 cathode. The voltage at the dot end of Nr
starts rising toward that at the D1 cathode. The voltage at the dot end
of Nr starts rising toward Vdc, and that at the no-dot end of Np (Q1
collector) starts falling from 2Vdc back down toward Vdc.

Thus operation on the hysteresis loop is centered about half the
peak magnetizing current (VdcTon/2Lm). Nothing ever reverses the
direction of the magnetizing current—it simply builds up linearly to
a peak and relaxes back down linearly to zero.

This first-quadrant operation has some favorable and some un-
favorable consequences. First, compared with a push-pull circuit, it
halves the available output power from a given core. This can be seen
from Faraday’s law (see Eq. 1.17), which fixes the number of turns on
the primary.

By solving Faraday’s law for the number of primary turns, we get
Np = E dt/AedB × 10−8. If dB in the forward converter is limited to
an excursion from zero to some Bmax, instead of from –Bmax to +Bmax
as in a push-pull topology, the number of primary turns for the for-
ward converter will be twice that in each half primary of a push-pull
operating from the same Vdc. Although the push-pull has two half
primaries, each of which must support the same volt-second product
as the forward converter primary, the push-pull provides two power
pulses per period as compared with one for the forward converter.
The end result is that a core used in a forward converter can process
only half the output power available from the same core in a push-pull
configuration.

However, the push-pull core at twice the output power will run
somewhat warmer, as its flux excursion is twice that of the forward
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converter. Since core losses are proportional to the area of the hys-
teresis loop traversed, the push-pull core losses are twice that of the
forward converter.

Yet total copper losses in both half primaries of a push-pull are
no greater than that of a forward converter of half the output power,
because the rms current in each push-pull half primary is equal to that
in the forward converter primary. Since the number of turns in each
push-pull half primary is half that of the forward converter primary
of half the output power, they also have half the resistance. Thus total
copper loss in a forward converter is equal to the total loss of the two
half primaries in a push-pull of twice the output power.

2.3.9.2 Core Gapping in a Forward Converter
In Figure 2.3, we see the hysteresis loop of a ferrite core with no air
gap. We see that at zero magnetizing force (0 Oe) there is a residual
magnetic flux density of about ± 1000 G. This residual flux is referred
to as remanence.

In a forward converter, if the core started at 0 Oe and hence at
1000 G, the maximum flux change in dB possible before the core is
driven up into the curved part of the hysteresis loop is about 1000 G.
It is desirable to stay off the curved part of the hysteresis loop, and
hence the forward converter core with no air gap is restricted to a
maximum dB of 1000 G. As shown earlier, the number of primary turns
is inversely proportional to dB. Such a relatively small dB requires a
relatively large number of primary turns. A large number of primary
turns requires small wire size and hence decreases the current and
power available from the transformer.

By introducing an air gap in the core, the hysteresis loop is tilted as
shown in Figure 2.5, and magnetic remanence is reduced significantly.
The hysteresis loop tilts over but still crosses the H (coercive force) axis
with zero flux density at the same point. Coercive force for ferrites is
seen to be about 0.2 Oe in Figure 2.3. An air gap of 2 to 4 mils will
reduce remanence to about 200 G for most cores used at 200 to 500 W
of output power. With remanence of 200 G, the dB before the core
enters the curved part of the hysteresis loop is now about 1800 G, and
fewer turns are permissible.

However, a penalty is paid in introducing an air gap. Figure 2.5
shows the slope of the hysteresis loop tilted over. The slope is dB/dH
or core permeability, which has been decreased by adding the gap.
Decreasing permeability decreases magnetizing inductance and in-
creases magnetizing current (Im = VdcTon/Lm). Magnetizing current
contributes no output power to the load; it simply moves the operating
point of the core around the hysteresis loop and contributes significant
copper loss if it exceeds 10% of the primary load current.
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2.3.9.3 Magnetizing Inductance with Gapped Core
Magnetizing inductance with a gapped core can be calculated as fol-
lows. Voltage across the magnetizing inductance is LmdIm/dt and from
Faraday’s law:

Vdc = LmdIm

dt
= Np AedB

dt
10−8 or Lm = Np AedB

dIm
10−8 (2.35)

where Lm = magnetizing inductance, H
Np = number of primary turns
Ae = core area, cm2

dB = core flux change, G
dIm = change in magnetizing current, A

A fundamental law in magnetics is Ampere’s law:∫
H · dl = 0.4πNI

This states that if a line is drawn encircling a number of ampere turns
NI, the dot product H · dl along that line is equal to 0.4πNI. If the line
is taken through the core parallel to the magnetic flux lines and across
the gap, since H is uniform at a value Hi within the core and uniform
at a value Ha within the gap, then

Hili + Hala = 0.4πNIm (2.36)

where Hi = magnetic field intensity in iron (ferrite), Oe
li = length of iron path, cm
Ha = magnetic field intensity in air gap, Oe
la = length of air gap, cm
Im = magnetizing current, A

However, Hi = Bi/u, where Bi is the magnetic flux density in iron
and u is the iron permeability; Ha = Ba as the permeability of air is 1;
and Ba = Bi (flux density in iron = flux density in air) if fringing flux
around the air gap is ignored. Then Eq. 2.36 can be written as

Bi

u
li + Bi la = 0.4πNp Im or Bi = 0.4πNIm

la + li/u
(2.37)

Then dB/dIm = 0.4πN/(la + li/u), and substituting this into Eq. 2.35:

Lm = 0.4π(Np)2 Ae × 10−9

la + li/u
(2.38)
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Thus, introducing an air gap of length la to a core of iron path length
li reduces the magnetizing inductance in the ratio of

Lm (with gap)

Lm (without gap)
= li/u

la + li/u
(2.39)

It is instructive to consider a specific example. Take an international
standard core such as the Ferroxcube 783E608-3C8. It has a magnetic
path length of 9.7 cm and an effective permeability of 2300. Then if a
4-mil (= 0.0102-cm) gap were introduced into the magnetic path, from
Eq. 2.39:

Lm (with gap) = 9.7/2300
0.0102 + 9.7/2300

Lm (without gap)

= 0.29Lm (without gap)

A useful way of looking at a gapped core is to examine the denom-
inator in Eq. 2.38. In most cases, u is so high that the term li/u is
small compared with the air gap la , and the inductance is determined
primarily by the length of the air gap.

2.3.10 Power Transformer Design Relations
2.3.10.1 Core Selection
As discussed in Section 2.2.9.1 on core selection for a push-pull trans-
former, the amount of power available from a core for a forward con-
verter transformer is related to the same parameters—peak flux den-
sity, core iron and window areas, frequency, and coil current density
in circular mils per rms ampere.

In Chapter 7, an equation will be derived giving the amount of
available output power as a function of these parameters. This equa-
tion will be converted to a chart that permits selection of core size and
operating frequency at a glance.

For the present, it is assumed that a core has been selected and that
its iron and window areas are known.

2.3.10.2 Primary Turns Calculation
The number of primary turns is calculated from Faraday’s law as given
in Eq. 2.7. From Section 2.3.9.2, we see that in the forward converter
with a gapped core, flux density moves from about 200 G to some
higher value Bmax.

In the push-pull topology as discussed in Section 2.2.9.4, this peak
value will be set at 1600 G (for ferrites at low frequencies, where core
losses are not a limiting factor). This avoids the problem of a much
larger and more dangerous flux swing due to rapid changes in DC
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input voltage or load currents. Such rapid changes are not imme-
diately compensated because the limited error-amplifier bandwidth
can’t correct the power transistor “on” time fast enough.

During this error-amplifier delay, the peak flux density can exceed
the calculated normal steady-state value for a number of cycles. This
can be tolerated if the normal peak flux density in the absence of a line
or load transient is set to the low value of 1600 G. As discussed earlier,
the excursion from approximately zero to 1600 G will take place in
80% of a half period to ensure that the core can be reset before the start
of the next period (see Figure 2.12b).

Thus, the number of primary turns is set by Faraday’s law at

Np = (Vdc − 1)(0.8T/2) × 10+8

AedB
(2.40)

where Vdc = minimum DC input, V
T = operating period, s
Ae = iron area, cm2

dB = change in flux density, G

2.3.10.3 Secondary Turns Calculation
Secondary turns are calculated from Eqs. 2.25 to 2.27. In those rela-
tions, all values except the secondary turns are specified or already
calculated. Thus (see Figure 2.10):

Vdc = minimum DC input, V

Ton = maximum “on” time, s(= 0.8T/2)

Nm, Ns1, Ns2 = numbers of main and slave turns

Np = number of primary turns

Vd = rectifier forward drop

If the main output produces 5 V at high current as is often the case,
a Schottky diode with forward drop of about 0.5 V is typically used.
The slaves usually have higher output voltages that require the use of
fast-recovery diodes with higher reverse-voltage ratings. Such diodes
have forward drops of about 1.0 V over a large range of current.

2.3.10.4 Primary rms Current and Wire Size Selection
Primary equivalent flat-topped current is given by Eq. 2.28. That cur-
rent flows for a maximum of 80% of a half period per period, so its max-
imum duty cycle is 0.4. Recalling that the rms value of a flat-topped
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pulse of amplitude Ip is Irms = Ip
√

Ton/T, the rms primary current is

Irms (primary) = 3.12Po

Vdc

√
0.4

= 1.97Po

Vdc

(2.41)

If the wire size is chosen on the basis of 500 circular mils per rms
ampere, the required number of circular mils is

Circular mils needed = 500 × 1.97Po

Vdc

= 985Po

Vdc

(2.42)

2.3.10.5 Secondary rms Current and Wire Size Selection
It is seen in Figure 2.11 that the secondary current has the characteris-
tic shape of a ramp on a step. The pulse amplitude at the center of the
ramp is equal to the average DC output current. Thus, the equivalent
flat-topped secondary current pulse at Vdc (when its width is a maxi-
mum) has amplitude Idc, width 0.8T/2, and duty cycle (0.8T/2)/T or
0.4. Then

Irms(secondary) = Idc
√

0.4

= 0.632Idc
(2.43)

and at 500 circular mils per rms ampere, the required number of cir-
cular mils for each secondary is

Circular mils needed = 500 × 0.632Idc

= 316Idc
(2.44)

2.3.10.6 Reset Winding rms Current and Wire Size Selection
The reset winding carries only magnetizing current, as can be seen by
the dots in Figure 2.10. When Q1 is “on,” diode D1 is reverse-biased,
and no current flows in the reset winding. But magnetizing current
builds up linearly in the power winding Np. When Q1 turns “off,”
that magnetizing current must continue to flow. When Q1 current
ceases, the current in the magnetizing inductance reverses all winding
voltage polarities. When D1 clamps the dot end of Nr to ground, the
magnetizing current transfers from Np to Nr and continues flowing
through the DC input voltage source Vdc, through D1, and back into
Nr . Since the no-dot end of Nr is positive with respect to the dot
end, the magnetizing current ramps downward to zero as seen in
Figure 2.10.
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The waveshape of this Nr current is the same as that of the mag-
netizing current that ramped upward when Q1 was “on,” but it is
reversed from left to right. Thus the peak of this triangle of current is
Ip(magnetizing) = VdcTon/Lmg, where Lmg is the magnetizing inductance
with an air gap as calculated from Eq. 2.39. The inductance without
the gap is calculated from the ferrite catalog value of Al, the induc-
tance per 1000 turns. Since inductance is proportional to the square of
the number of turns, inductance for n turns is Ln = Al (n/1000)2. The
duration of this current triangle is 0.8T/2 (the time required for the
core to reset), and it comes at a duty cycle of 0.4.

It is known that the rms value of a repeating triangle waveform
(no spacing between successive triangles) of peak amplitude Ip is
Irms = Ip

√
3. But this triangle comes at a duty cycle of 0.4, and hence

its rms value is

Irms = VdcTon

Lmg

√
0.4√
3

= 0.365
VdcTon

Lmg

and at 500 circular mils per rms ampere, the required number of cir-
cular mils for the reset winding is

Circular mils required = 500 × 0.365
VdcTon

Lmg
(2.45)

Most frequently, the magnetizing current is so small that the reset
winding wire can be No. 30 AWG or smaller.

2.3.11 Output Filter Design Relations
The output filters L1C1, L2C2, and L3C3 average the voltage wave-
form at the rectifier cathodes. The inductor is selected to operate in
continuous mode (see Section 1.3.6) at the minimum DC output cur-
rent. The capacitor is selected to yield a specified minimum output
ripple voltage.

2.3.11.1 Output Inductor Design
Recall from Section 1.3.6 that discontinuous mode condition occurs
when the inductor current ramp drops to zero (see Figure 2.10). Since
the DC output current is the value at the center of the ramp, discon-
tinuous mode occurs at a minimum current Idc equal to half the ramp
amplitude dI as can be seen in Figure 2.10.
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Now referring to Figure 2.11,

dI = 2Idc = (Vrk − Vo )Ton

L1
or L1 = (Vrk − Vo (Ton)

2Idc

But Vo = VrkTon/T. Then

L1 =
(

Vo T
Ton

− Vo

)
Ton

2Idc

= Vo (T/Ton − 1)/Ton

2Idc

But Ton = 0.8T/2. Then

L1 = 0.3Vo T
Idc

(2.46)

and if the minimum DC current Idc is one-tenth the nominal output
current Ion, then

L1 = 3Vo T
Ion

(2.47)

2.3.11.2 Output Capacitor Design
It was seen in Section 1.3.7 that the output ripple is almost completely
determined by the equivalent series resistance Ro of the filter capacitor.
The peak-to-peak ripple amplitude is Vor = Ro dI, where dI is the peak-
to-peak ripple current amplitude chosen by the selection of the ripple
inductor as discussed earlier. Assuming that the average value of RoCo
for aluminum electrolytic capacitors over a large range of voltage and
capacitance ratings is given by RoCo = 65 × 10−6 as in Section 1.3.7,
then

Co = 65 × 10−6/Ro

= 65 × 10−6 dI
Vor

(2.48)

where dI is in amperes and Vor is in volts for Co in farads.

2.4 Double-Ended Forward
Converter Topology
2.4.1 Basic Operation
Double-ended forward converter topology is shown in Figure 2.13.
Although it has two transistors rather than one compared with the
single-ended forward converter of Figure 2.10, it has a very significant
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FIGURE 2.13 Double-ended forward converter. Transistors Q1 and Q2 are
turned on and off simultaneously. Diodes D1 and D2 keep the maximum
off-voltage stress on Q1, Q2 at a maximum of Vdc as contrasted with 2Vdc

plus a leakage spike for the single-ended forward converter of Figure 2.10.

advantage. In the “off” state, both transistors are subjected to only
the DC input voltage rather than twice that, as in the single-ended
converter. Further, at turn “off,” there is no leakage inductance
spike.

It was pointed out in Section 2.3.7 that the off-voltage stress in the
single-ended forward converter operating from a nominal 120-V AC
line can be as high as 550 V when there is a 15% transient above a 10%
steady-state high line and a 30% leakage spike.

Although a number of bipolar transistors have Vcev ratings up to
650 and even 850 V that can take that stress, it is far more reliable to
use a double-ended forward converter with half the off-voltage stress.
Reliability is of overriding importance in a power supply design, and
in any weighing of reliability versus initial cost, the best and—in the
long run—least expensive choice is reliability.
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Further, for power supplies to be used in the European market
where the AC voltage is 220 V (rectified DC voltage is nominally about
308 V), the single-ended forward converter is not usable at all because
of the excessive voltage stress on the off transistor (see Eq. 2.29). The
double-ended forward converter, the half bridge, and the full bridge
(to be discussed in Chapter 3) are the only choices for equipment to
be used in the European market.

The double-ended forward converter works as follows. In Figure
2.13, Q1 and Q2 are in series with the transformer primary. These tran-
sistors are turned on and off simultaneously. When they are “on,” all
primary and secondary dot ends are positive, and power is delivered
to the loads. When they turn “off,” current stored in the T1 magne-
tizing inductance reverses the voltage polarity of all windings. The
negative-going dot end of Np is caught at ground by diode D1, and
the positive-going no-dot end of Np is caught at Vdc by diode D2.

Thus the emitter of Q1 can never be more than Vdc below its col-
lector, and the collector of Q2 can never be more than Vdc above its
emitter. Leakage inductance spikes are clamped so that the maximum
voltage stress on either transistor can never be more than the maxi-
mum DC input voltage.

The further significant advantage is that there is no leakage induc-
tance energy to be dissipated. Any energy stored in the leakage in-
ductance is not lost by dissipation in some resistive element or in the
power transistors. Instead, energy stored in the leakage inductance
during the “on” time is fed back into Vdc via D1 and D2 when the
transistors turn “off.” The leakage inductance current flows out of the
no-dot end of Np, through D2, into the positive end of Vdc, out of its
negative end, and up through D1 back into the dot end of Np.

Examination of Figure 2.13 reveals that the core is always reset in
a time equal to the “on” time. The reverse polarity voltage across Np
when the transistors are “off” is equal to the forward polarity voltage
across it when the transistors are “on.” Thus the core will always be
fully reset with a 20% safety margin before the start of a succeeding
half cycle if the maximum “on” time is no greater than 80% of a half
period. This is accomplished by choosing secondary turns so that the
peak secondary voltage at minimum Vdc times the maximum duty
cycle of 0.4 equals the desired output voltage (see Eq. 2.25).

2.4.1.1 Practical Output Power Limits
It should be noted that this topology still yields only one power pulse
per period, just like the single-ended forward converter. Thus the
power available from a specific core is pretty much the same for either
the single- or double-ended configuration. As noted in Section 2.3.10.6,
the reset winding in the single-ended circuit carries only magnetizing
current during the power transistor “off” time. Since that current is



C h a p t e r 2 : P u s h - P u l l a n d F o r w a r d C o n v e r t e r T o p o l o g i e s 97

small, the reset winding can be wound with very small wire. Thus, the
absence of a reset winding in the double-ended circuit does not permit
significantly larger power winding wire size and output power from
a given core.

Because the maximum off transistor voltage stress cannot be greater
than the maximum DC input voltage, however, the 200-W practical
power limit for the single-ended forward converter discussed in Sec-
tion 2.3.7 does not hold for the double-ended forward converter. With
the reduced voltage stress, output powers of 400 to 500 W are obtain-
able, and transistors with the required voltage and current capability
and adequate gain are available at low price.

Consider a double-ended forward converter operating from a nom-
inal 120-V AC line with ± 10% tolerance and ± 15% allowance for
transients on top of that. The maximum rectified DC voltage is 1.41 ×
120 × 1.1 × 1.15 = 214 V, and the minimum rectified DC voltage is
1.41 × 120 ÷ 1.1÷1.15 = 134 V, and equivalent flat-topped primary cur-
rent from Eq. 2.28 is Ipft = 3.13Po/Vdc, and for Po = 400 W, Ipft = 9.6 A.
This requirement can be satisfied quite easily, because both bipolar and
MOSFET transistors with adequately high gain are available at low
cost.

A double-ended forward converter with a voltage doubler from
the 120-V AC line would be a better alternative (see Figure 3.1). This
would double the voltage stress to 428 V but would halve the peak
current to 4.8 A. With 4.8 A of primary current, RFI problems would be
less severe. A bipolar transistor with a 400-V Vceo rating could tolerate
428 V easily, with –1- to –5-V reverse bias at the instant of turn “off”
(Vcev rating).

2.4.2 Design Relations and
Transformer Design

2.4.2.1 Core Selection—Primary Turns and Wire Size
The transformer design for the double-ended forward converter pro-
ceeds exactly as for the single-ended converter. A core is selected from
the aforementioned selection charts (to be presented in Chapter 7 on
magnetics) for the required output power and operating frequency.

The number of primary turns is chosen from Faraday’s law as in
Eq. 2.40. There the minimum primary voltage is (Vdc − 2) as there
are two transistors rather than one in series with the primary—but
the transistor drops are insignificant since Vdc is usually 134 V (120 V
AC). Maximum “on” time should be set at 0.8T/2 and dB at 1600 G
up to 50 kHz, or higher if not limited by core losses.

As mentioned for frequencies from 100 to 300 kHz, peak flux density
may have to be set from about 1400 to 800 G, as core losses increase
with frequency. But the exact peak flux density chosen depends on



98 S w i t c h i n g P o w e r S u p p l y D e s i g n

whether the newer, lower-loss materials are available. It also depends
to some extent on transformer size—smaller cores can generally oper-
ate at higher flux density, because they have a larger ratio of radiating
surface area to volume and hence can get rid of the heat they generate
(which is proportional to volume) more easily.

Since there is only one current or power pulse per period, as in
the single-ended forward converter, the primary current for a given
output power and minimum DC input voltage is given by Eq. 2.28,
and the primary wire size is chosen from Eq. 2.42.

2.4.2.2 Secondary Turns and Wire Size
Secondary turns are chosen exactly as in Sections 2.3.2 and 2.3.3 from
Eqs. 2.25 to 2.27. Wire sizes are calculated as in Section 2.3.10.5 from
Eq. 2.44.

2.4.2.3 Output Filter Design
The output inductor and capacitor magnitudes are calculated exactly
as in Section 2.3.11 from Eqs. 2.46 to 2.48.

2.5 Interleaved Forward Converter Topology
2.5.1 Basic Operation—Merits, Drawbacks,

and Output Power Limits
This topology is simply two identical single-ended forward converters
operating on alternate half cycles with their secondary currents adding
through rectifying “on” diodes. The topology is shown in Figure 2.14.

The advantage, of course, is that now there are two power pulses
per period, as seen in Figure 2.14, reducing the ripple current; also
each converter supplies only half the total output power.

Equivalent flat-topped peak transistor current is derived from
Eq. 2.28 as Ipft = 3.13 Pot/2Vdc where Pot is the total output power.
This transistor current is half that of a single forward converter at the
same total output power. Thus the expense of two transistors is offset
by the lower peak current rating and lower cost than that of the higher
current rating device.

Looking at it another way, two transistors of the same current rating
used at the same peak current as one single-ended converter at a given
output power in an interleaved converter would yield twice the output
power of the single converter.

Also, since the intensity of EMI generated is proportional to the peak
current, not to the number of current pulses, an interleaved converter
of the same total output power as a single forward converter will
generate less EMI.
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FIGURE 2.14 Interleaved forward converter. Interleaving the “on” times of
Q1 and Q2 on alternate half cycles, and summing their secondary outputs,
gives two power pulses per period but avoids the flux-imbalance problem of
the push-pull topology.
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If this topology is compared to a push-pull, it might be thought that
the push-pull is preferable. Although both are two-transistor circuits,
the two transformers in the interleaved forward converter are prob-
ably more expensive and occupy more space than a single large one
in a push-pull circuit. But there is the ever-present uncertainty that
the flux imbalance problem in the push-pull could appear under odd
transient line and load conditions. The certainty that there is no flux
imbalance in the interleaved forward converter is probably the best
argument for its use.

There is one special, although not frequent, case where the inter-
leaved forward converter is a much more desirable choice than a sin-
gle forward converter of the same output power. This occurs when
a DC output voltage is high—over about 200 V. In a single forward
converter the peak reverse voltage experienced by the output free-
wheeling diodes (D5Aor D5B) is twice that for an interleaved forward
converter as the duty cycle in the latter is twice that in the former.

This is no problem when output voltages are low, as can be seen
in Eq. 2.25. Transformer secondary turns are always selected (for the
single forward converter) so that at minimum DC input, when the
secondary voltage is at its minimum, the duty cycle Ton/T need not
be more than 0.4 to yield the desired output voltage. Then for a DC
output of 200 V, the peak reverse voltage experienced by the free-
wheeling diode is 500 V. At the instant of power transistor turn “on,”
the free-wheeling diode has been carrying a large forward current and
will suddenly be subjected to reverse voltage. If the diode has slow
reverse recovery time, it will draw a large reverse current for a short
time at 500-V reverse voltage and run dangerously hot.

Diodes with larger reverse voltage ratings generally have slower
recovery times and can be a serious problem. The interleaved forward
converter runs at twice the duty cycle and, for a 200 V-DC output,
subjects the free-wheeling diode to only 250 V. This permits a lower
voltage, faster-recovery diode with considerably lower dissipation.

2.5.2 Transformer Design Relations
2.5.2.1 Core Selection
The core for the two transformers will be selected from the aforemen-
tioned charts, to be presented in Chapter 7, but it will be chosen for
half the total power output that each transformer must supply.

2.5.2.2 Primary Turns and Wire Size
The number of primary turns in the interleaved forward converter
is still given by Eq. 2.40, as each converter’s “on” time will still be
0.8T/2 at minimum DC input. The core iron area Ae will be read from
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the catalogs for the selected core. Primary wire size will be chosen
from Eq. 2.42 at half the total output power.

2.5.2.3 Secondary Turns and Wire Size
The number of secondary turns will be chosen from Eqs. 2.26 and 2.27,
but therein the duty cycle will be 0.8 as there are two voltage pulses,
each of duration 0.8T/2 at Vdc. Wire size will still be chosen from Eq.
2.44, where Idc is the actual DC output current that each secondary
carries at a maximum duty cycle of 0.4.

2.5.3 Output Filter Design
2.5.3.1 Output Inductor Design
The output inductor sees two current pulses per period, exactly like
the output inductor in the push-pull topology. These pulses have the
same width, amplitude, and duty cycle as the push-pull inductor at
the same DC output current. Hence the magnitude of the inductance
is calculated from Eq. 2.20 as for the push-pull inductor.

2.5.3.2 Output Capacitor Design
Similarly, the output capacitor “doesn’t know” whether it is filtering
a full-wave secondary waveform from a push-pull topology or from
an interleaved forward converter. Thus for the same inductor cur-
rent ramp amplitude and permissible output ripple as the push-pull
circuit, the capacitor is selected from Eq. 2.22.

Reference
1. K. Billings, Switchmode Power Supply Handbook, New York: McGraw-Hill, 1990.
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C H A P T E R 3
Half- and Full-Bridge
Converter Topologies

3.1 Introduction
Half-bridge and full-bridge topologies stress their transistors to a volt-
age equal to the DC input voltage not to twice this value, as do the
push-pull, single-ended, and interleaved forward converter topolo-
gies. Thus the bridge topologies are used mainly in offline converters
where supply voltage would be more than the switching transistors
could safely tolerate. Bridge topologies are almost always used where
the normal AC input voltage is 220 V or higher, and frequently even
for 120-V AC inputs.

An additional valuable feature of the bridge topologies is that
primary leakage inductance spikes (Figures 2.1 and 2.10) are easily
clamped to the DC supply bus and the energy stored in the leakage
inductance is returned to the input instead of having to be dissipated
in a resistive snubber element.

3.2 Half-Bridge Converter Topology
3.2.1 Basic Operation
Half-bridge converter topology is shown in Figure 3.1. Its major ad-
vantage is that, like the double-ended forward converter, it subjects
the “off” transistor to only Vdc and not twice that value. Thus it is
widely used in equipment intended for the European market, where
the AC input voltage is 220 V.

First consider the input rectifier and filter in Figure 3.1. It is used
universally when the equipment is to work from either 120-V AC
American power or 220-V AC European power. The circuit always
yields roughly 320-V rectified DC voltage, whether the input is 120 or

103
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FIGURE 3.1 Half-bridge converter. One end of the power transformer
primary is connected to the junction of filter capacitors C1, C2 via a small DC
locking capacitor Cb . The other end is connected to the junction of Q1, Q2,
which turn “on” and “off” on alternate half cycles. With S1 in the closed
position, the circuit is a voltage doubler; in the open position, it is a full-wave
rectifier. In either case, the rectified output is about 308 to 336 Vdc.

220 V AC. It does this when switch S1 is set to the open position for
220-V AC input, or to the closed position for 120-V AC input. The S1
component is normally not a switch; more often it is a wire link that
is either installed for 120 V AC, or not for 220 V AC.

With the switch in the open 220-V AC position the circuit is a full-
wave rectifier, with filter capacitors C1 and C2 in series. It produces a
peak rectified DC voltage of about (1.41 × 220) − 2 or 308 V. When the
switch is in the closed 120-V AC position, the circuit acts as a voltage
doubler. On a half cycle of the input voltage when Ais positive relative
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to B, C1 is charged positively via D1 to a peak of (1.41 × 120) − 1 or
168 V. On a half cycle when A is negative with respect to B, capacitor
C2 is charged positively via D2 to 168 V. The total voltage across C1
and C2 in series is then 336 V. It can be seen in Figure 3.1 that with
either transistor “on,” the “off” transistor is subjected to the maximum
DC input voltage and not twice that value.

Since the topology subjects the “off” transistor to only Vdc and not
2Vdc, there are many inexpensive bipolar and MOSFET transistors
that can support the nominal 336 DC V plus 15% upper maximum of
386 V. Thus the equipment can be used with either 120- or 220-V AC
line inputs by making a simple switch or linkage change.

After Pressman An automatic line voltage sensing and switching cir-
cuit that drives a relay or other device in the position of S1 is sometimes
implemented. The added cost and circuit complexity is offset by making the
switching action transparent to the end user of the equipment and by pre-
venting the possible damaging error of running the supply at 220 V while
connected for 120 V. ∼ T.M.

Assuming a nominal rectified DC voltage of 336 V, the topology
works as follows: For the moment, ignore the small series blocking
capacitor Cb . Assume the bottom end of Np is connected to the junc-
tion of C1 and C2. Then if the leakages in C1, C2 are assumed to be
equal, that point will be at half the rectified DC voltage, about 168 V.
It is generally good practice to place equal bleeder resistors across
C1 and C2 to equalize their voltage drops. Now Q1 and Q2 conduct
on alternate half cycles. When Q1 is “on” and Q2 “off” (Figure 3.1),
the dot end of Np is 168 V positive with respect to its no-dot end, and
the “off” stress on Q2 is only 336 V. When Q2 is “on” and Q1 “off,” the
dot end of Np is 168 V negative with respect to its no-dot end and the
emitter of Q1 is 336 V negative with respect to its collector.

This AC square-wave primary voltage produces full-wave square
waveshapes on all secondaries—exactly like the secondary voltages
in the push-pull topology. The selection of secondary voltages and
wire sizes and the output inductor and capacitor proceed exactly as
for the push-pull circuit.

3.2.2 Half-Bridge Magnetics
3.2.2.1 Selecting Maximum “On” Time, Magnetic Core,

and Primary Turns
It can be seen in Figure 3.1, that if Q1 and Q2 are “on”
simultaneously—even for a very short time—there is a short circuit
across the supply voltage and the transistors will be destroyed. To
make sure that this does not happen, the maximum Q1 or Q2 “on”
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time, which occurs at minimum DC supply voltage, will be set at
80% of a half period. The secondary turns will be chosen so that the
desired output voltages are obtained with an “on” time of no more
than 0.8T/2. An “on”-time clamp will be provided to ensure that the
“on” time can never be greater than 0.8T/2 under fault or transient
conditions.

The core is selected from the tables in Chapter 7 mentioned earlier.
These tables give maximum available output power as a function of
operating frequency, peak flux density, core and iron areas, and coil
current density.

With a core selected and its iron area known, the number of primary
turns is calculated from Faraday’s law (Eq. 1.17) using the minimum
primary voltage (Vdc/2) − 1, and the maximum “on” time of 0.8T/2.
Here, the flux excursion dB in the equation is twice the desired peak
flux density (1600 G below 50 kHz, or less at higher frequency), be-
cause the half-bridge core operates in the first and third quadrants
of its hysteresis loop—unlike the forward converter (Section 2.3.9),
which operates in the first quadrant only.

3.2.2.2 The Relation Between Input Voltage,
Primary Current, and Output Power

If we assume an efficiency of 80%, then

Pin = 1.25Po

The input power at minimum supply voltage is the product of min-
imum primary voltage and average primary current at minimum DC
input. At minimum DC input, the maximum “on” time in each half
period will be set at 0.8T/2 as discussed above, and the primary has
two current pulses of width 0.8T/2 per period T . At primary voltage
Vdc/2, the input power is 1.25Po = (Vdc/2)( Ipft)(0.8T/T),where Ipft is
the peak equivalent flat-topped primary current pulse. Then

Ipft (half bridge) = 3.13P0

Vdc
(3.1)

3.2.2.3 Primary Wire Size Selection
Primary wire size must be much larger in a half bridge than in a
push-pull circuit of the same output power. However, there are two
half primaries in the push-pull, each of which has to support twice
the voltage of the half-bridge primary when operated from the same
supply voltage. Consequently, coil sizes for the two topologies are not
much different. Half-bridge primary RMS current is

Irms = Ipft
√

0.8T/T
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and from Eq. 3.1

Irms = 2.79Po

Vdc
(3.2)

At 500 circular mils per RMS ampere, the required number of circular
mils is

Circular mils needed = 500 × 2.79Po

Vdc

= 1395Po

Vdc
(3.3)

3.2.2.4 Secondary Turns and Wire Size Selection
In the following treatment the number of secondary turns will be
selected using Eqs. 2.1 to 2.3 for Ton = 0.8T/2, and the term Vdc − 1
will be replaced by the minimum primary voltage, which is (Vdc/2)−1.

The secondary RMS currents and wire sizes are calculated from Eqs.
2.13 and 2.14, exactly as for the full-wave secondaries of a push-pull
circuit.

3.2.3 Output Filter Calculations
The output inductor and capacitor are selected using Eqs. 2.20 and 2.22
as in a push-pull circuit for the same inductor current ramp amplitude
and desired output ripple voltage.

3.2.4 Blocking Capacitor to Avoid
Flux Imbalance

To avoid the flux-imbalance problem discussed in connection with
the push-pull circuit (Section 2.2.5), a small capacitor Cb is fitted in
series with the primary as in Figure 3.1. Recall that flux imbalance
occurs if the volt-second product across the primary while the core is
set (moves in one direction along the hysteresis loop) differs from the
volt-second product after it moves in the opposite direction.

Thus, if the junction of C1 and C2 is not at exactly half the supply
voltage, the voltage across the primary when Q1 is “on” will differ
from the voltage across it when Q2 is “on” and the core will walk
up or down the hysteresis loop, eventually causing saturation and
destroying the transistors.

This saturating effect comes about because there is an effective DC
current bias in the primary. To avoid this DC bias, the blocking capac-
itor is placed in series in the primary. The capacitor value is selected
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FIGURE 3.2 The small blocking capacitor Cb in series with the half-bridge
primary (Figure 3.1) is needed to prevent flux imbalance if the junction of the
filter capacitors is not at exactly the midpoint of the supply voltage. Primary
current charges the capacitor, causing a droop in the primary voltage
waveform. This droop should be kept to no more than 10%. (The droop in
primary voltage, due to the offset charging of the blocking capacitor, is
shown as dV.)

as follows. The capacitor charges up as the primary current Ipft flows
into it, robbing voltage from the flat-topped primary pulse shown in
Figure 3.2.

This DC offset robs volt-seconds from all secondary windings and
forces a longer “on” time to achieve the desired output voltage. In gen-
eral, it is desirable to keep the primary voltage pulses as flat-topped
as possible.

In this example, we will assume a permissible droop of dV. The
equivalent flat-topped current pulse that causes this droop is Ipft in Eq.
3.1. Then, because that current flows for 0.8T/2, the required capacitor
magnitude is simply

Cb = Ipft × 0.8T/2
dV

(3.4)

Consider an example assuming a 150-W half bridge operating at
100 kHz from a nominal DC input of 320 V. At 15% low line, the DC
input is 272 V and the primary voltage is ±272/2 or ± 136 V.

A tolerable droop in the flat-topped primary voltage pulse would
be 10% or about 14 V.

Then from Eq. 3.1 for 150 W and Vdc of 272 V, Ipft = 3.13 × 150/272 =
1.73 A, and from Eq. 3.4, Cb = 1.73 × 0.8 × 5 × 10−6/14 = 0.49 μF. The
capacitor must be a nonpolarized type.
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3.2.5 Half-Bridge Leakage
Inductance Problems

Leakage inductance spikes, which are so troublesome in the single-
ended forward converter and push-pull topology, are easily avoided
in the half bridge: they are clamped to Vdc by the clamping diodes D5,
D6 across transistors Q1, Q2.

Assuming Q1 is “on,” the load and magnetizing currents flow
through it and through the primary leakage inductance of T1, the
paralleled T1 magnetizing inductance, and the secondary load
impedances that are reflected by their turn ratios squared into the
primary. Then it flows through Cb into the C1, C2 junction. The dot
end of Np is positive with respect to its no-dot end.

When Q1 turns “off,” the magnetizing inductance forces all winding
polarities to reverse. The dot end of T1 starts to go negative by flyback
action, and if this were to continue, it would put more than Vdc across
Q1 and could damage it. Also, Q2 could be damaged by imposing a
reverse voltage across it. However, the dot end of T1 is clamped by
diode D6 to the supply rail Vdc and can go no more negative than the
negative end of the supply.

Similarly, when Q2 is “on,” it stores current in the magnetizing
inductance, and the dot end of Np is negative with respect to the no-dot
end (which is close to Vdc/2). When Q2 turns “off,” the magnetizing
inductance reverses all winding polarities by flyback action and the
dot end of Np tries to go positive but is caught at Vdc by clamp diode
D5. Thus the energy stored in the leakage inductance during the “on”
time is returned to the supply rail Vdc via diodes D5, D6.

3.2.6 Double-Ended Forward Converter
vs. Half Bridge

Both the half-bridge and double-ended forward converter (Figure
2.13) subject their respective “off” state transistors to only Vdc and
not twice that. Thus, they are both candidates for the European mar-
ket where the prime power is 220 V AC. Both methods have been
used in such applications in enormous numbers, and it is instructive
to consider the relative merits and drawbacks of each approach.

The most significant difference between the two approaches is that
the half-bridge secondary provides full-wave output as compared
with half-wave in the forward converter. Thus, the square-wave fre-
quency in the half-bridge secondary is twice that in the forward con-
verter, and hence, the output LC inductor and capacitor are smaller
with the half bridge.

After Pressman The term frequency, when applied to double-ended and
single-ended converters, is not helpful. It is easier to consider secondary pulse
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repetition rate. If the pulse rate is the same for both types (conventionally,
doubling the frequency of the single-ended case), the power throughput will
be the same. It is just a matter of convention rather than a basic difference
in power ratings. In the push-pull case, each positive and negative half cycle
produces an output pulse resulting in two pulses per cycle (pulse frequency
doubling). So simply producing two pulses from the single-ended topology
in the same time period results in the same output.

The real difference between the two is that the push-pull takes the flux in
the core from a negative position on the BH loop to a positive position and,
conversely, while the single-ended goes from zero to positive only. Potentially
the push-pull has twice the flux range. However, above about 50 kHz, the
p-p flux swing is limited by core loss to less than 200 mT typically, a flux
swing that can be obtained easily from both the push-pull and single-ended
topologies. ∼K.B.

Peak secondary voltages are higher with the forward converter
because the duty cycle is half that of the half bridge. This is significant
only if DC output voltages are high—greater than 200 V, as discussed
in Section 2.5.1.

There are twice as many turns on the forward converter primary
as on the half bridge because the former must sustain the full supply
voltage as compared with half that voltage in the half bridge. Having
fewer turns on the half-bridge primary may reduce its winding cost
and result in lower parasitic capacities.

After Pressman Although there are less turns on the half bridge, the
current is doubled and copper loss is proportional to I2, so the wire must be
twice the diameter for the same copper loss. ∼K.B.

One final marginal factor in favor of the half bridge is that the coil
losses in the primary due to the proximity effect (Section 7.5.6.1) are
slightly lower than in the forward converter.

Proximity effect losses are caused by eddy currents induced in one
winding layer by currents in adjacent layers. Proximity losses increase
rapidly with the number of winding layers, and the forward converter
may have more layers. The half-bridge primary has half the turns of
a double-ended forward converter primary of equal output power
operating from the same DC supply voltage. However, this is balanced
somewhat by the larger wire size required for the half bridge. Thus,
the required number of circular mils for a forward converter primary
is given by Eq. 2.42 as 985Po/Vdc and for a half bridge by Eq. 3.3 as
1395Po/Vdc.

In a practical case, the lower proximity effect losses for the half
bridge may be only a marginal advantage. Proximity effect losses will
be discussed in more detail in Chapter 7.
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3.2.7 Practical Output Power Limits
in Half Bridge

Peak primary current and maximum transistor off-voltage stress de-
termine the practical maximum available output power in the half
bridge. This limit is about 400 to 500 W for a half bridge operat-
ing from 120-V AC input in the voltage-doubling mode, shown in
Figure 3.1. It is equal to that required for the double-ended forward
converter as discussed in Section 2.4.1.1 and which can be seen as
follows: The peak equivalent flat-topped primary current is given by
Eq. 3.1 as Ipft = 3.13Po/Vdc. For a ±10% steady-state tolerance and
a 15% transient allowance on top of that, the maximum off-voltage
stress is Vdc = 1.41 × 120 × 2 × 1.1 × 1.15 or 428 V. The minimum DC
input voltage is Vdc = 1.41 × 120 × 2/1.1/1.15 = 268 V.

Thus, for 500-W output, Eq. 3.1 gives the peak primary current as
Ipft = 3.13×500/268 = 5.84 A, and there are many transistor choices—
either MOSFETs or bipolars—with 428-V, 6-A ratings. Bipolars must
have a −1-V to −5-V reverse bias (to permit Vcev rating) at turn “off”
to permit a safe “off” voltage of 428 V. Most adequately fast transistors
at that current rating have a Vceo rating of only 400 V.

The half bridge can be pushed to 1000-W output, but at the required
12-A rating, most available bipolar transistors with adequate speed
have too low a gain. MOSFET transistors at the required current and
voltage rating have too large an “on” drop and are too expensive for
most commercial applications at the time of this writing.

Above 500 W, consider the full-bridge topology, a small modifica-
tion of the half bridge but capable of twice the output power.

3.3 Full-Bridge Converter Topology
3.3.1 Basic Operation
The full-bridge converter topology is shown in Figure 3.3 with the
same voltage-doubling full-wave bridge rectifying scheme as was
shown for the half bridge (Section 3.2.1). It can be used as an offline
converter from a 440-V AC line.

Its major advantage is that the voltage impressed across the primary
is a square wave of ±Vdc, instead of ±Vdc/2 for the half bridge. Further,
the maximum transistor off-voltage stress is only the maximum DC
input voltage—just as for the half bridge. Thus, for transistors of the
same peak current and voltage ratings, the full bridge is able to deliver
twice the output power of the half bridge.

In the full bridge the transformer primary turns must be twice that
of the half bridge as the primary winding must sustain twice the volt-
age. However, to get the same output power as a half bridge from the
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FIGURE 3.3 Full-bridge converter topology. Power transformer T1 is
bridged between the junction of Q1, Q2 and Q3, Q4. Transistors Q2, Q3 are
switched “on” simultaneously for an adjustable time during one half
period; then transistors Q4, Q1 are simultaneously “on” for an equal time
during the alternate half period. Transformer primary voltage is a square
wave of ±Vdc. This contrasts with the ±Vdc/2 primary voltage in the half
bridge and yields twice the available power.

same DC supply voltage, the peak and RMS currents are half that of
the half bridge because the transformer primary supports twice the
voltage as the half bridge. With twice the primary turns but half the
RMS current, the full-bridge transformer size is identical to that of the
half bridge at equal output powers. With a larger transformer, the full
bridge can deliver twice the output of the half bridge with transistors
of identical voltage and current ratings.

Figure 3.3 shows a master output, Vom and a single slave output, Vo1.
The circuit works as follows. Diagonally opposite transistors (Q2 and
Q3 or Q4 and Q1) are turned “on” simultaneously during alternate
half cycles. Assuming that the “on” drop of the transistors is negligible,
the transformer primary is thus driven with an alternating polarity
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square wave of amplitude Vdc and “on” time ton determined by the
feedback loop.

The feedback loop senses a fraction of Vom, and the pulse width
modulator controls ton so as to keep Vom constant against line and load
changes. The slave outputs, as in all other topologies, are kept con-
stant against AC line input changes, but only to within about 5 to 8%
against load changes. If we assume a 1-V “on” drop in each switching
transistor, 0.5-V forward drop in the master output Schottky rectifiers,
and 1.0-V forward drops in the slave output rectifiers, we get

Vom =
[

(Vdc − 2)
Nsm

Np
− 0.5

]
2ton

T
(3.5a)

Vom ≈ Vdc
Nsm

Np

2ton

T
(3.5b)

Vo1 =
[

(Vdc − 2)
Ns1

Np
− 1

]
2ton

T
(3.6a)

Vo1 ≈ Vdc
Ns1

Np

2ton

T
(3.6b)

As in all pulse width modulated regulators, as Vdc goes up or down
by a given percentage, the width modulator decreases or increases the
“on” time by the same percentage so as to keep the product (Vdc)(ton)
and, hence, the output voltages constant.

3.3.2 Full-Bridge Magnetics
3.3.2.1 Maximum “On” Time, Core, and Primary Turns Selection
In Figure 3.3, it can be seen that if two transistors that are vertically
stacked above one another (Q3 and Q4, or Q1 and Q2) are turned
“on” simultaneously, they would present a dead short-circuit across
the DC supply bus and the transistors would fail. To ensure this does
not happen, the maximum “on” time ton will be chosen as 80% of a
half period. This is “chosen” by selecting the turns ratios Nsm/Np ,
Ns1/Np , so that in those equations for Vdc , with ton equal to 0.8T/2,
the correct output voltages—Vom, Vo1—are obtained. The maximum
“on” time occurs at minimum DC input voltage Vdc—as can be seen
in Eqs. 3.5b and 3.6b.

The magnetic core and operating frequency are chosen from the
core-frequency selection chart in Chapter 7. With a core selected and
its iron area Ae known, the number of primary turns Np is chosen
from Faraday’s law (Eq. 1.17). In Eq. 1.17, E is the minimum primary
voltage

(
Vdc − 2

)
, and dB is the flux change desired in the time dt of

0.8T/2. As discussed in Section 2.2.9.4, dB will be chosen as 3200 G
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(−1600 to +1600 G) for frequencies up to 50 kHz and this will be
reduced at higher frequencies because core losses increase.

3.3.2.2 Relation Between Input Voltage, Primary Current,
and Output Power

Assume an efficiency of 80% from the primary input to the total output
power. Then

Po = 0.8Pin or Pin = 1.25Po

At minimum DC input voltage Vdc, on time per half period is 0.8T/2,
and duty cycle over a complete period is 0.8. Then neglecting the
power transistor on drops, input power at Vdc is

Pin = Vdc(0.8) Ipft = 1.25Po

or

Ipft = 1.56Po

Vdc
(3.7)

where Ipft is the equivalent primary flat-topped current as described
in Section 2.2.10.1.

3.3.2.3 Primary Wire Size Selection
Current Ipft flows at a duty cycle of 0.8 so its RMS value is

Irms = Irms
√

0.8.

Then, from Eq. 3.7

Irms = (1.56Po/Vdc)
√

0.8

Irms = 1.40Po

Vdc
(3.8)

And at a current density of 500 circular mils per RMS ampere, the
required number of circular mils is

Circular mils needed = 500 × 1.40Po

Vdc

= 700Po

Vdc
(3.9)

3.3.2.4 Secondary Turns and Wire Size
The number of turns on each secondary is calculated from Eqs. 3.5a
and 3.5b, where ton is 0.8T/2 for the specified minimum DC input
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Vdc, Np as calculated in Section 3.3.2.1, and all DC outputs are
specified.

Secondary RMS currents and wire sizes are chosen exactly as for the
push-pull secondaries as described in Section 2.2.10.3. The secondary
RMS currents are given by Eq. 2.13 and the required circular mils for
each half secondary is given by Eq. 2.14.

3.3.3 Output Filter Calculations
For the half-bridge and push-pull topologies that have full-wave out-
put rectifiers, the output inductor and capacitors are calculated from
Eqs. 2.20 and 2.22. Equation 2.20 specifies the output inductor for
minimum DC output currents equal to one-tenth the nominal values.
Equation 2.22 specifies the output capacitor for the specified peak-to-
peak output ripple Vr and the selected peak-to-peak inductor current
ripple amplitude.

3.3.4 Transformer Primary
Blocking Capacitor

Figure 3.3 shows a small nonpolarized blocking capacitor Cb in series
with the transformer. It is needed to avoid the flux-imbalance problem
as discussed in Section 3.2.4.

Flux imbalance in the full bridge is less likely than in the half bridge,
but still is possible. With bipolars, an “on” pair in one half cycle may
have different storage times than the pair in the alternate half cycle.
With MOSFETs, the “on” state voltage drops of the pairs for alternate
half cycles may be unequal. In either case, if the volt-second product
applied to the transformer primary in alternate half cycles is unequal,
the core could walk off the center of the hysteresis loop, saturate the
core, and destroy the transistors.
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C H A P T E R 4
Flyback Converter

Topologies

Foreword
I find that many engineers and students have great difficulty with the
design of flyback type converters. This is unfortunate because these
topologies are very useful, and, in fact, they are not difficult to design.

The problem is not the intrinsic difficulty of the subject matter (or
the ability of the student). The fault is related to the way the subject is
traditionally taught.

Right from the start the normal term flyback transformer immediately
projects the wrong mindset. Not unreasonably, designers set out to
design a “flyback transformer” as if it were a real transformer. This is
not the way to go.

We are all very familiar with transformers, very simple devices
really—we put a voltage across a primary winding and we get a volt-
age on a secondary winding. The voltage ratio follows the turns ratio,
irrespective of the output (or load) current. In other words, the trans-
former conserves the voltage transfer ratio (one volt per turn on the
primary results in one volt per turn on the secondary. You want ten
volts? Then use ten turns, very simple). However, notice an important
property of transformers, the primary and secondary conduct at the
same time. If current flows into the start of the primary winding it
flows out of the start of the secondary winding at the same time.

Figure 4.1 shows the basic schematic of a flyback converter. Notice
the when Q1 is “on” current flows into the primary winding of T1 but
the secondary diodes are not conducting and there is no secondary cur-
rent. When Q1 turns “off” the primary current stops, all winding volt-
ages reverse by flyback action, and the output diodes and secondary
windings now conduct current. So the primary and secondary wind-
ings in the flyback “transformer” conduct current at different times.
This apparently minor difference dramatically changes the rules.

117
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FIGURE 4.1 Basic flyback converter schematic. The action is as follows:
When Q1 turns “on,” all rectifier diodes become reverse-biased, and all
output load currents are supplied from the output capacitors. T1 acts like a
pure inductor and primary current builds up linearly in it to a peak Ip . When
Q1 turns “off,” all winding voltages reverse under flyback action, bringing
the output diodes into conduction and the primary stored energy 1/2LI2

p is
delivered to the output to supply load current and replenish the charge on
the output capacitors (the charge that they lost when Q1 was on). The circuit
is discontinuous if the secondary current has decayed to zero before the start
of the next turn “on” period of Q1.

Think about it! When Q1 is “on” only the primary winding is con-
ducting (the other windings are not visible to the primary because
they are not conducting). Q1 thinks it is driving an inductor. When
Q1 turns “off” only the secondary windings conduct and now the
primary winding cannot be seen by the secondaries (so now the sec-
ondaries think they are being driven by an inductor). So how does
this change the rules? Well, functionally the so-called flyback “trans-
former” is really functioning as an inductor with several windings
and follows the rules applicable to inductors.
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The rules for an inductor with more than one winding are as follows:
The primary to secondary ampere-turns ratios are conserved (not the
voltage ratios, as was the case with a true transformer). For example,
if the primary is, say, 100 turns and the current when Q1 turns “off” is
1 amp, then we have developed 100 ampere-turns in the primary. This
must be conserved in the secondaries. With, say, a single secondary
winding of 10 turns, the secondary current will be 10 amps (10T ×
10A = 100 ampere-turns). In the same way, a single turn will develop
100 amps or 1000 secondary turns will develop 0.1 amps.

So where do we stand with regard to voltage? Well, to the first order,
there is no correlation between primary and secondary voltages. The
secondary voltage is simply a function of load. Consider the 10-turn
10-amp (100 ampere-turns) secondary winding example mentioned
above. If we terminate the winding with a 1-ohm load, we will get
10 volts. What is more striking because the 10 amps must be con-
served is that if we terminate it with 100 ohms, we will get 1000 volts!
This is why the flyback topology is so useful for generating high volt-
ages (don’t try to open circuit this winding because it will destroy
the semiconductors). With several secondary windings conducting at
the same time, then the sum of all the secondary ampere-turns must
be conserved.

So the lesson we learn here is that flyback “transformers” actually
operate as inductors and must be designed as such. (In Chapter 7, I
use the term choke instead of inductor because the core must support
both DC and AC components of current.) If flyback “transformers”
had originally been called by their correct functional name, “flyback
chokes,” then a lot of confusion could have been avoided.

We must not forget that voltage transformation is still taking place
between primary and secondary windings even if they are not con-
ducting at the same time. Taking the above example of 10 turns termi-
nated in 100 ohms, the 1000 volts thus developed on this secondary
winding will reflect back to the primary as 10,000 volts; this added
to the supply of 100 volts will stress Q1 in its “off” state with 10,100
volts (where did I put that 11,000 volt transistor?). Hardly practical,
but the theory holds.

So when designing flyback transformers keep the following key
points in mind:

1. Remember you are not designing a transformer, you are design-
ing a choke with additional windings.

2. The primary turns are selected to satisfy the AC voltage stress
(volt-seconds) and the core AC saturation properties:

Np = VT
B Ae
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Where Np is minimum primary turns
V is the maximum primary DC voltage (volts)
T is the maximum “on” period for Q1 (microseconds)
B is the AC p-p flux swing (tesla) typically 200 mT for

ferrite
Ae is the effective center pole area of the core (mm2)

3. The secondary turns are optional. If you choose the same volts
per turn on the secondary as was used for the primary, then the
flyback voltage on Q1 will be twice the supply voltage.

4. When using a gapped ferrite core, the minimum core gap must
be such that the core will not saturate for the sum of DC and AC
magnetization current. More often the gap is chosen to satisfy
the power transfer requirements. This normally results in a gap
exceeding the minimum requirements. Remember the energy
stored in the primary is

E(joules) = 1/2LI2

Remember this is the maximum energy that can be transferred
to the secondary, and then only in the discontinuous (complete
energy transfer) mode. In the continuous mode, only part of this
energy is transferred.

Note Although reducing the inductance L may appear to reduce the
stored energy, the current I increases in the same ratio as the induc-
tance decreases. Since the I parameter is squared, the stored energy
actually increases as L decreases.

5. It is not recommended that you try to design for a defined in-
ductance. It is better to let inductance be a dependant variable
as changing the core gap or core material (permeability) will
change the inductance.

Below in Chapter 4, Pressman follows the conventional “flyback
transformer” approach, providing a very complete analysis. The
reader may find it helpful to first read Chapter 7 in this book and
Part 2, Chapters 1 and 2 in my book, shown as Reference 1 at the end
of this chapter.

4.1 Introduction
All the topologies previously discussed (with the exception of the
boost regulator Section 1.4 and the polarity inverter Section 1.5)
deliver power to their loads during the period when the power tran-
sistor is turned “on.”
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However, the flyback topologies described in this chapter operate
in a fundamentally different way. During the power transistor “on”
time, they store energy in the power transformer. During this period,
the load current is supplied from an output filter capacity only. When
the power transistor turns “off,” the energy stored in the power trans-
former is transferred to the load and to the output filter capacitor
as it replaces the charge it lost when it alone was delivering load
current.

The flyback has advantages and limitations, discussed in more de-
tail later. A major advantage is that the output filter inductors nor-
mally required for all forward topologies are not required for flyback
topologies because the transformer serves both functions. This is par-
ticularly valuable in low-cost multiple output power supplies yielding
a significant saving in cost and space.

4.2 Basic Flyback Converter Schematic
The basic flyback converter topology together with typical current
and voltage waveforms is shown in Figure 4.1. It is very widely used
for low-cost applications in the power range from about 150 W down
to less than 5 W. Its great initial attraction is immediately clear—it has
no secondary output inductor, and the consequent saving in cost and
volume is a significant advantage.

In Figure 4.1, flyback operation can be easily recognized from
the position of the dots on the transformer primary and secondary
(these dots show the starts of the windings). When Q1 is “on,” the
dot ends of all windings are negative with respect to their no-dot
ends. Output rectifier diodes D1 and D2 are reverse-biased and all
the output load currents are supplied from storage filter capacitors
C1 and C2. These will be chosen as described below to deliver the
load currents with the maximum specified ripple or droop in output
voltages.

4.3 Operating Modes
There are two distinctly different operating modes for flyback con-
verters: the continuous mode and the discontinuous mode. The wave-
forms, performance, and transfer functions are quite different for the
two modes, and typical waveforms are shown in Figure 4.2. The value
of primary inductance and the load current determine the mode of
operation.
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FIGURE 4.2 (a and b) Waveforms of a discontinuous-mode flyback at
the point of transition to continuous-mode operation. Notice in the
discontinuous mode, the current remains discontinuous (the transformer
has periods of zero current) providing there is a dead time (Tdt) between
the instant the secondary current reaches zero and the start of the next
“on” period. (c and d) If the transformer is loaded beyond this point,
some current remains in the transformer at the end of the “off” period and
the next “on” period will have a sharp current step at its front end. This step
is characteristic of the continuous mode of operation, as the secondary
current no longer decays to zero at any part of the conduction period. There
is a dramatic change in the transfer function at the point of entering
continuous mode, and if the error-amplifier bandwidth has not been
drastically reduced, the circuit will oscillate.
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4.4 Discontinuous-Mode Operation
Figure 4.1 shows a master output and one slave output. As in all
other topologies shown previously, a negative-feedback loop will be
closed around the master output Vom. A fraction of Vom will be com-
pared to a reference, and the error signal will control the “on” time
of Q1 (the pulse width), so as to regulate the sampled output volt-
age equal to the reference voltage against line and load changes.
Hence, the master output is fully regulated. However, the slaves
will also be well regulated against line changes and somewhat less
well against load changes because the secondary winding voltages
tend to track the master voltage. As a result, the slave line and load
regulation is better than for the previously discussed forward-type
topologies.

During the Q1 “on” time, there is a fixed voltage across Np and
current in it ramps up linearly (Figure 4.1b) at a rate of dI/dt = (Vdc−1)/
L p , where L p is the primary magnetizing inductance. At the end of the
“on” time, the primary current has ramped up to Ip = (Vdc−1)Ton/L p .
This current represents a stored energy of

E = L p( Ip)2

2
(4.1)

where E is in joules
L p is in henries
Ip is in amperes

Now when Q1 turns “off,” the current in the magnetizing induc-
tance forces a reversal of polarities on all windings. (This is called fly-
back action.) Assume, for the moment, that there are no slave windings
and only the master secondary Nm. Since the current in an inductor
cannot change instantaneously, at the instant of turn “off,” the primary
current transfers to the secondary at an amplitude Is = Ip(Np/Nm).

After a number of cycles, the secondary DC voltage has built up to a
magnitude (calculated below) of Vom. Now with Q1 “off,” the dot end
of Nm is positive with respect to its no-dot end and current flows out
of it, but ramps down linearly (Figure 4.1c) at a rate dIs/dt = Vom/Vs ,
where Ls is the secondary inductance. The discontinuous mode action
is defined as follows.

If the secondary current has ramped down to zero before the start
of the next Q1 “on” time, all the energy stored in the primary when
Q1 was “on” has been delivered to the load and the circuit is said to
be operating in the discontinuous mode.

Since an amount of energy E in joules delivered in a time T in
seconds represents input power in watts, we can calculate the input
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power as follows: At the end of one period, power P drawn from
Vdc is

P =
1/2 L p( Ip)2

T
W (4.2a)

But Ip = (Vdc − 1)Ton/L p . Then

P = [(Vdc − 1)Ton]2

2TLp
≈ (VdcTon)2

2TLp
W (4.2b)

As can be seen from Eq. 4.2b, the feedback loop maintains constant
output voltage by keeping the product VdcTon constant.

4.4.1 Relationship Between Output Voltage,
Input Voltage, “On” Time, and
Output Load

Let us assume an efficiency of 80%, then

Input power = 1.25 (output power)

= 1.25(Vo )2

Ro
=

1/2(L p I 2
p)

T

But Ip = VdcTon/L p since maximum “on” time Ton occurs at mini-
mum supply voltage Vdc, as can be seen from Eq. 4.2b.

Then 1.25 (Vo )2/Ro = 1/2 L pVdc
2T2

on/L2
pT or

Vo = VdcTon

√
Ro

2.5TLp
(4.3)

Thus the feedback loop will regulate the output by decreasing Ton
as Vdc or Ro goes up, increasing Ton as Vdc Ro goes down.

4.4.2 Discontinuous-Mode to
Continuous-Mode Transition

In Figures 4.2a and 4.2b the solid lines represent primary and sec-
ondary currents in the discontinuous mode. Primary current is a tri-
angle starting from zero and rising to a level Ip1 (point B) at the end
of the power transistor “on” time.

At the instant of Q1 turn “off,” the current Ip1 established in the
primary winding is transferred to the secondary so as to maintain the
ampere-turns ratio. This current is dumped into the secondary capac-
itors and load during the “off” period. The secondary current ramps
downward at a rate dIs/dt = (Vo + 1)/Ls , where Ls is the secondary
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inductance, which is (Ns/Np)2 times the primary magnetizing induc-
tance. This current reaches zero at time I, leaving a dead time Tdt
before the start of the next turn “on” period at point F . All the current
and hence energy stored in the primary during the previous “on” pe-
riod has now been completely delivered to the load before the next
turn “on.” The average DC output current will be the average of the
triangle GHI multiplied by its duty cycle of Toff/T .

Now, to remain in the discontinuous mode, there must be a dead
time Tdt (Figure 4.2b) between the time the secondary current has
dropped to zero and the start of the next power transistor “on” time.
As more power is demanded (by decreasing Ro ), Ton must increase
to keep output voltage constant (see Eq. 4.3). As Ton increases (at
constant Vdc), primary current slope remains constant and the peak
current rises from B to D as shown in Figure 4.2a . Secondary peak
current (= Ip Np/Ns) increases from H to K in Figure 4.2b and starts
later in time (from G to J).

Since the output voltage is kept constant by the feedback loop, the
secondary slope Vo/Ls remains constant and the point at which the
secondary current falls to zero moves closer to the start of the next turn
“on.” This reduces Tdt until a point L is reached where the secondary
current has just fallen to zero at the instant of the next turn “on.”
This load current marks the end of the discontinuous mode. Notice
that if the supply voltage falls, the “on” time Ton must increase as Vdc
decreases to maintain constant output voltage and this will have the
same effect.

Notice that as long as the circuit is in the discontinuous mode so
that a dead time always remains, increasing the “on” time increases
the area of the primary and secondary current triangle GHI up to
the limit of the area JKL. Further, since the DC output current is
the average of the secondary current triangle multiplied by its duty
cycle, then during the very next “off” period following an increase
in “on” time, more secondary current is immediately available to the
load.

When the dead time has been lost, however, any further increase
in load current demand will increase the “on” time and decrease the
“off” time as the back end of the secondary current can no longer
move to the right. The secondary current will start later than point J
(Figure 4.2b) and from a higher point than K. Then at the start of the
next “on” period (position F in Figure 4.2a or L in Figure 4.2b), there
is still some current or energy left in the transformer.

Now the front end of the primary current will have a small step. The
feedback loop tries to deliver the increased DC load current demand
by keeping the “on” time later than point J. Now at each successive
“off” time, the current remaining at the end of the “off” time and
hence the current step at the start of the next “on” time increase.
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Finally after many switching cycles, the front-end step of primary
current and the back-end current at the end of the “off” time in Figure
4.2d are sufficiently high so that the area XYZW is somewhat larger
than that sufficient to supply the output load current. Now the feed-
back loop starts to decrease the “on” time so that the primary trapezoid
lasts from M to P and the secondary current trapezoid lasts from T to
W (Figures 4.2a and 4.2b).

At this point, the volt-seconds across the transformer primary when
the power transistor is “on” is equal to the “off” volt-seconds across
it when the transistor is “off.” For this condition, the transformer core
is always reset to its original point on the hysteresis loop at the end of
a full cycle. It is also the condition where the average or DC voltage
across the primary is zero. This is an essential requirement, since the
DC resistance in the primary is near zero and it is not possible to
support a long-term DC voltage across zero resistance.

Once the continuous mode has been established, increased load
current is supplied initially by an increase in “on” time (from MP
to MS in Figure 4.2c). For fixed-frequency operation this results in a
decrease in “off” time from TW to XW (Figure 4.2d) as the back end
of the secondary current pulse cannot move further to the right in
time because the dead time has vanished. Although the peak of the
secondary current has increased somewhat (from point U to Y), the
area lost in the decreased “off” time (T to X) is greater than the area
gained in the slope change from UV to YZ in Figure 4.2d .

Thus, in the continuous mode, a sudden increase in DC output
current initially causes a decrease in width and a smaller increase
in height of the secondary current trapezoid. After many switching
cycles, the average trapezoid height builds up and the width relaxes
back to the point where the “on” volt-seconds again equals the “off”
volt-seconds across the primary.

In addition, since the DC output voltage is proportional to the area
of the secondary current trapezoid, the feedback loop, in attempting
to keep the output voltage constant against an increased current de-
mand, first drastically decreases the output voltage and then, after
many switching cycles, corrects it by building up the amplitude of the
secondary current trapezoid. This is the physical-circuits significance
of the so-called right-half-plane-zero, which forces the drastic reduc-
tion in error-amplifier bandwidth to stabilize the feedback loop. The
right-half-plane-zero will be discussed further in the chapter on loop
stabilization.

After Pressman In a fixed-frequency system, the immediate effect of in-
creasing the “on” period (to increase primary and hence output current)
will be to decrease the “off” period (the period for transfer of current to
the output). Since the inductance of the transformer prevents rapid changes
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in current, the immediate effect of trying to increase current is to cause a
short-term decrease in output current. (This is a transitory 180◦ phase shift
between cause and effect). This short transitory phase shift is the cause of
the right-half-plane-zero in the transfer function. It is a non-compensatable
dynamic effect and forces the designer to provide a very low-frequency roll off
in the control loop to maintain stability. Hence transient performance will
not be good. The flyback converter in the continuous mode has a boost-like
converter characteristic and any converter or combination of converters that
have a boost-type characteristic will have the right-half-plane-zero problem.
∼K.B.

4.4.3 Continuous-Mode Flyback—
Basic Operation

The flyback topology is widely used for high output voltages at rela-
tively low power (≤5000 V at <15 W). It can also be used at powers of
up to 150 W if DC supply voltages are high enough (≥160 V) so that
primary currents are not excessive. The feature which makes it valu-
able for high output voltages is that it requires no output inductor. In
forward converters, discussed above, output inductors become a trou-
blesome problem at high output voltages because of the large voltages
they have to sustain. Not requiring a high voltage free-wheeling diode
is also a plus for the flyback in high voltage supplies.

After Pressman A further advantage for high voltage applications is
that relatively large voltages can be obtained with relatively fewer trans-
former turns. ∼K.B.

The flyback topology is attractive for multiple output supplies be-
cause the output voltages track one another for line and load changes,
far better than they do in the forward-type converters described ear-
lier. The absence of output inductors results in better tracking. As a
result, flybacks are a frequent choice for supplies with many output
voltages (up to 10 isolated outputs are not uncommon). The power
can be in the range of 50 to 150 W.

Although they can be used from DC input voltages as low as 5 V,
it is more usual to find them used for the usual rectified 160 VDC
obtained from a 115-V AC power line input. By careful design of the
turns ratios, they can also be used in universal line input applications
ranging from the rectified output of 160 volts DC from 110 AC inputs
up to the 320 V DC obtained from a 220-V AC power line, without the
need for the voltage doubling–full-wave rectifying scheme (switch S1)
shown in Figure 3.1.

The latter scheme, although very widely used, has the objectionable
feature that to do the switching from 115 to 220 V AC, both ends of
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the switch in Figure 3.1 have to be accessible on the outside of the
supply, which is a safety hazard. Or the supply must be opened to
change the switch position. Both these alternatives have drawbacks.
An alternative scheme not requiring switching will be discussed in
Section 4.3.5.

Both modes have an identical circuit diagram, shown in Figure 4.1,
and it is only the transformer’s magnetizing inductance and output
load current that determines the operating mode. It has been shown
that with a given magnetizing inductance, a circuit that has been de-
signed for the discontinuous mode will move into the continuous
mode when the output load current is increased beyond a unique
boundary. The mechanism for this and its consequence are discussed
in more detail below.

The discontinuous mode (as shown in Figure 4.2a ) does not have
a front-end step in the primary current. At turn “off” (as shown in
Figure 4.2b), the secondary current will be a decaying triangle that
has ramped down to zero before the next turn “on.” All the energy
stored in the primary during the “on” period has been completely
delivered to the secondary and thus to the load before the next turn
“on.”

In the continuous mode, however (as seen in Figure 4.2c), the pri-
mary current does have a front-end step and the characteristic of a
rising current ramp following the step. During the “off” period of
Q1 (Figure 4.2d), the secondary current has the shape of a decay-
ing triangle sitting on a step with current still remaining in the sec-
ondary at the instant of the next turn “on” action. Clearly there is
still some energy left in the transformer at the instant of the next turn
“on.”

The two modes have significantly different operating proper-
ties and usages. The discontinuous mode, which does not have a
right-half-plane-zero in the transfer function, responds more rapidly
to transient load changes with a lower transient output voltage
spike.

A penalty is paid for this performance, in that the secondary peak
current in the discontinuous mode can be between two and three times
greater than that in the continuous mode. This is shown in Figures
4.2b and 4.2d. Secondary DC load current is the average of the current
waveshapes in those figures. Also, assuming closely equal “off” times,
it is obvious that the triangle in the discontinuous mode must have a
much larger peak than the trapezoid of the continuous mode for the
two waveshapes to have equal average values.

With larger peak secondary currents, the discontinuous mode has
a larger transient output voltage spike at the instant of turn “off”
(Section 4.3.4.1) and requires a larger LC spike filter to remove it.



C h a p t e r 4 : F l y b a c k C o n v e r t e r T o p o l o g i e s 129

Also, the larger secondary peak current at the start of turn “off” in the
discontinuous mode causes a greater RFI problem. Even for moderate
output powers, the very large initial spike of secondary current at
the instant of turn “off” causes a much more severe noise spike on
the output ground bus, because of the large di/dt into the output bus
inductance.

After Pressman A major advantage of the discontinuous mode is that
the secondary rectifier diodes turn “off” under low current stress conditions.
Also they are fully “off” before the next “on” edge of Q1. Hence the problem
of diode reverse recovery is eliminated. This is a major advantage in high
voltage applications as diode reverse recovery current spikes are difficult to
eliminate and are a rich source of RFI. ∼K.B.

Due to the poor form factor, secondary RMS currents in the dis-
continuous mode can be much larger than those in the continuous
mode. Hence, the discontinuous mode requires larger secondary wire
size and output filter capacitors with larger ripple current ratings.
The rectifier diodes will also run hotter in the discontinuous mode
because of the larger secondary RMS currents. Further, the primary
peak currents in the discontinuous mode are larger than those in the
continuous mode. For the same output power, the triangle of Figure
4.2a must have a larger peak than the trapezoid of Figure 4.2c. The
consequence is that the discontinuous mode with its larger peak pri-
mary current requires a power transistor of higher current rating and
possibly higher cost. Also, the higher primary current at the turn “off”
edge of Q1 results in a potential for greater RFI problems.

Despite all the disadvantages of the discontinuous mode, it is much
more widely used than the continuous mode. This is so for two rea-
sons. First, as mentioned above, the discontinuous mode, with an in-
herently smaller transformer magnetizing inductance, responds more
quickly and with a lower transient output voltage spike to rapid
changes in output load current or input voltage. Second, because of a
unique characteristic of the continuous mode (its transfer function has
a right-half-plane-zero, to be discussed in a later chapter on feedback
loop stabilization), the error amplifier bandwidth must be drastically
reduced to stabilize the feedback loop.

After Pressman Modern power devices, such as the Power Integration’s
Top Switch range of products, have the “noisy” FET drain part of the chip
isolated from the heat sink tab. This, together with integrated drive and
control circuits, which further reduce radiating area, very much reduces the
RFI problems normally associated with the discontinuous flyback topology.
∼K.B.
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4.5 Design Relations and Sequential
Design Steps
4.5.1 Step 1: Establish the

Primary/Secondary Turns Ratio
For the most expedient design, there are a number of decisions that
should be made in the following logical sequence.

First select a core size to meet the power requirements.
Next choose the primary/master secondary turns ratio Np/Nsm to

determine the maximum “off”-voltage stress Vms on the power tran-
sistor in the absence of a leakage inductance spike as follows:

Neglecting the leakage spike, the maximum transistor voltage stress
at maximum DC input Vdc and for a 1-V rectifier drop is

Vms = Vdc + Np

Nsm
(Vo + 1) (4.4)

where Vms is chosen sufficiently low so that a leakage inductance spike
of 0.3Vdc on top of that still leaves a safety margin of about 30% below
the maximum pertinent transistor rating (Vceo, Vcer, or Vcev).

4.5.2 Step 2: Ensure the Core Does Not
Saturate and the Mode Remains
Discontinuous

To ensure that the core does not drift up or down its hysteresis loop,
the “on” volt-second product (A1 in Figure 4.1d) must equal the reset
volt-second product (A2 in Figure 4.1d). Assume that the “on” drop
of Q1 and the forward drop of the rectifier D2 are both 1 V:

(Vdc − 1)Ton = (Vo + 1)
Np

Nsm
Tr (4.5)

where Tr shown in Figure 4.1c is the reset time required for the sec-
ondary current to return to zero.

To ensure the circuit operates in the discontinuous mode, a dead
time (Tdt in Figure 4.1c) is established so that the maximum “on” time
Ton, which occurs when Vdc is a minimum, plus the reset time Tr is
only 80% of a full period. This leaves 0.2T margin against unexpected
decreases in Ro , which according to Eq. 4.3 would force the feedback
loop to increase Ton in order to keep Vo constant.

As for the boost regulator, which is also a flyback type (Sections 1.4.2
and 1.4.3), it was pointed out that if the error amplifier has been de-
signed to keep the loop stable only in the discontinuous mode, it may
break into oscillation if the circuit momentarily enters the continuous
mode.
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Increasing DC load current or decreasing Vdc causes the error ampli-
fier to increase Ton in order to keep Vo constant (Eq. 4.3). This increased
Ton eats into the dead time Tdt, and eventually the secondary current
does not fall to zero by the start of the next Q1 “on” time. This is the
start of the continuous mode, and if the error amplifier has not been
designed with a drastically lower bandwidth than required for dis-
continuous mode, the circuit will oscillate. To ensure that the circuit
remains discontinuous, the maximum “on” time that will generate the
desired maximum output power is established:

Ton + Tr + Tdt = T

or

Ton + Tr = 0.8T (4.6)

Now in Eqs. 4.5 and 4.6, there are two unknowns, as Np/Nsm has been
calculated from Eq. 4.4 for specified Vdc and Vms. Then from the last
two relations

Ton = (Vo + 1)(Np/Nsm)(0.8T)
(Vdc − 1) + (Vo + 1)(Np/Nsm)

(4.7)

4.5.3 Step 3: Adjust the Primary Inductance
Versus Minimum Output Resistance
and DC Input Voltage

From Eq. 4.3, the primary inductance is

L p = Ro

2.5T

(
VdcTon

Vo

)2

= (VdcTon)2

2.5T Po
(4.8)

4.5.4 Step 4: Check Transistor Peak Current
and Maximum Voltage Stress

If the transistor is a bipolar type, it must have an acceptably high gain
at the peak current operating current Ip. This is

Ip = VdcTon

L p
(4.9)

where Vdc is specified and Ton is calculated from Eq. 4.7 and L p is
calculated from Eq. 4.8.

If Q1 is a MOSFET, it should have a peak current rating about 5 to 10
times the value calculated from Eq. 4.9 so that its “on”-state resistance
is low enough to yield an acceptably low voltage drop and power loss.
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4.5.5 Step 5: Check Primary RMS Current
and Establish Wire Size

The primary current is a triangle of peak amplitude Ip (Eq. 4.9) at a
maximum duration Ton out of every period T . Its RMS value (Section
2.2.10.6) is

Irms(primary) = Ip√
3

√
Ton

T
(4.10)

where Ip and Ton are as given by Eqs. 4.9 and 4.7.
At 500 circular mils per RMS ampere, the required number of cir-

cular mils is

Circular mils required (primary) = 500 Irms(primary)

= 500
Ip√

3

√
Ton

T
(4.11)

4.5.6 Step 6: Check Secondary RMS Current
and Select Wire Size

The secondary current is a triangle of peak amplitude Is = Ip(Np/Ns)
and duration Tr . Primary/secondary turns ratio Np/Ns is given by
Eq. 4.4 and Tr = (T − Ton). Secondary RMS current is then

Irms(secondary) = Ip(Np/Ns)√
3

√
Tr

T
(4.12)

At 500 circular mils per RMS ampere, the required number of cir-
cular mils is

Secondary circular mils required = 500Irms(secondary) (4.13)

4.6 Design Example for a Discontinuous-Mode
Flyback Converter
We will now look at a worked design example for a flyback converter
with the following specifications:

Vo 5.0 V

Po(max) 50 W

Io(max) 10 A

Io(min) 1.0 A

Vdc(max) 60 V

Vdc(min) 38 V

Switching frequency 50 kHz
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First, select the voltage rating of the transistor as this mainly de-
termines the transformer turns ratio. Choose a device with a 200-V
rating. In Eq. 4.4 choose the maximum stress Vms on the transistor in
the “off” state (excluding the leakage inductance spike) as 120 V. Then
even with a 25% or 30-V leakage spike, this leaves a 50-V margin to
the maximum voltage rating. Then from Eq. 4.4

120 = 60 + Np

Nsm
(Vo + 1) or

Np

Nsm
= 10

Now choose maximum “on” time from Eq. 4.7:

Tom = (Vo + 1)(Np/Nsm)(0.8T)
(Vdc − 1) + (Vo + 1)Np/Nsm

= 6 × 10 × 0.8 × 20
(38 − 1) + 6 × 10

= 9.9 μs

From Eq. 4.8

L p = (VdcTon)2

2.5T Po

= (38 × 9.9 × 10−6)2

2.5 × 20 × 10−6 × 50

= 56.6 μH

From Eq. 4.9

Ip = VdcTon

L p

= 38 × 9.9 × 10−6

56.6 × 10−6

= 6.6 A

From Eq. 4.10, primary RMS current is

Irms(primary) = Ip√
3

√
Ton

T

= 6.6√
3

×
√

9.9
20

= 2.7 A
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From Eq. 4.11, primary circular mils requirement is

I(primary circular mils) = 500 × 2.7 = 1350 circular mils

This calls for a No. 19 wire of 1290 circular mils, which is close enough.
From Eq. 4.12, secondary RMS current is

Irms(secondary) = Ip(Np/Ns)√
3

√
Tr

T

But reset time Tr is

(0.8T − Ton) = (16 − 9.9) = 6.1 μs

Then

Irms(secondary) = 6.6 × 10√
3

√
6.1
20

= 21 A

We see that from Eq. 4.12, the required number of circular mils is
500 × 21 = 10,500. This calls for No. 10 wire, which is impractically
large in diameter. A foil winding or a number of smaller diameter
wires in parallel with an equal total circular-mil area would be used.

After Pressman Contrary to popular belief, the wire size and leakage in-
ductance in a flyback transformer are important design parameters. Multiple
strands of wire in parallel are required, with the maximum wire size selected
to minimize skin and proximity effects. Even though the secondary energy
comes from the energy stored in the transformer core, leakage inductance
must still be minimized to ensure good energy transfer from the primary
winding to the secondary windings to reduce voltage spikes on Q1 at the
“off” transition. This will reduce the amount of snubbing required on Q1
and reduce RFI. (See Chapter 7.) ∼K.B.

The output capacitor is chosen on the basis of specified peak-to-
peak output voltage ripple as follows:

At maximum output current, the filter capacitor Co carries the 10-A
output current for all but the 6.1 μs reset period, or 13.9 μs. The voltage
on this capacitor droops by V = I (T − toff)/Co . Then for a voltage
droop of 0.05 V

Co = 10 × 13.9 × 10−6

0.05
= 2800 μF
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From Section 1.4.7, the average ESR of a 2800-μF aluminum elec-
trolytic capacitor is

Resr = 65 × 10−6/Co = 0.023 �

At the instant of transistor turn “off,” a peak secondary current of
66 amps flows through the above capacitor ESR, causing a thin spike
of 66 × 0.023 = 1.5 V. This large-amplitude thin spike at transistor turn
“off” is a universal problem with flybacks having a large Np/Ns ratio.
It is usually solved by using a larger filter capacitor than calculated as
above (since Resr is inversely proportional to Co ) and/or integrating
away the thin spike with a small LC circuit.

After Pressman Since the spike contains a large amount of high fre-
quency components, combining several capacitors in parallel will reduce the
spike amplitude significantly. Small ceramic and film caps are often used.
∼K.B.

Selecting a transformer core for a flyback topology circuit is sig-
nificantly different than selecting for a forward converter. Remember
in the flyback that when current flows in the primary, the secondary
current is zero, and there is no current flow in the secondary to buck
out the primary ampere turns as there is in the forward converters.
Thus in the flyback, all the primary ampere turns tend to saturate the
core.

In contrast, in non-flyback topologies, secondary load current flows
when primary current flows and is in the direction (by Lenz’s law) to
cancel the ampere turns of the primary. It is only the primary magne-
tizing current that drives the core over its hysteresis loop and moves it
toward saturation. That magnetizing current is kept a small fraction of
the primary load current by providing a large magnetizing inductance
and hence core saturation is not a basic a problem with non-flyback
topologies.

Hence, flyback transformer cores must have some means of carrying
large primary currents without saturating. This is done by choosing
low permeability materials such as MPP (molybdenum permalloy
powder) cores that have an inherent air gap or by using gapped ferrite
cores (Section 2.3.9.3 and Chapter 7). This is discussed further in the
following section.

4.6.1 Flyback Magnetics
Referring to Figure 4.1a , it is seen from the winding dots that when
the transistor is “on” and current flows in the primary, no secondary
currents flow. This is totally different from forward-type converters,
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in which current flows in the secondary when it flows in the primary.
Thus in a forward-type converter, primary current flows into a dot
end and secondary current flows out of a dot end.

Primary and secondary load ampere-turns then cancel each other
out and do not move the core across its hysteresis loop. In the forward-
type converters, it is only the magnetizing current that drives the
core across the hysteresis loop and may potentially saturate it. But
this magnetizing current is a small fraction (rarely >10%) of the total
primary current.

In a flyback converter, however, the entire triangle of primary cur-
rent shown in Figure 4.1b drives the core across the hysteresis loop as
it is not canceled out by any secondary ampere turns. Thus, even at
very low output power, an ungapped ferrite core would almost im-
mediately saturate and destroy the transistor if nothing were done to
prevent it.

To prevent core saturation in the flyback transformer, the core is
gapped. The gapped core can be either of two types. It can be a solid
ferrite core with a known air-gap length obtained by grinding down
the center leg in EE or cup-type cores. The known gap length can also
be obtained by inserting plastic shims between the two halves of an
EE, cup, or UU core.

A more usual gapped core for flyback converters is the MPP or
molypermalloy powder core. Such cores are made of a baked and
hardened mix of magnetic powdered particles. These powdered par-
ticles are mixed in a slurry with a plastic resin binder and cast in the
shape of a toroid. Each magnetic particle in the toroid is thus encapsu-
lated within a resin envelope that behaves as a “distributed air gap”
and acts to keep the core from saturating. The basic magnetic material
that is ground up into a powder is Square Permalloy 80, an alloy of
79% nickel, 17% iron, and 4% molybdenum, made by Magnetics Inc.
and Arnold Magnetics, among others.

The permeability of the resulting toroid is determined by control-
ling the concentration of magnetic particles in the slurry. Permeabili-
ties are controlled to within ±5% over large temperature ranges and
are available in discrete steps ranging from 14 to 550. Toroids with
low permeability behave like gapped cores with large air gaps. They
require a relatively large number of turns to yield a desired inductance
but tolerate many ampere-turns before they saturate. Higher perme-
ability cores require relatively fewer turns but saturate at a lower
number of ampere-turns.

Such MPP cores are used not only for flyback transformers in
which all the primary current is DC bias current. They are also used
for forward converter output inductors where, as has been seen, a
unique inductance is required at the large DC output current bias
(Section 1.3.6).
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4.6.2 Gapping Ferrite Cores to
Avoid Saturation

Adding an air gap to a solid ferrite core achieves two results. First, it
tilts the hysteresis loop as shown in Figure 2.5 and hence decreases
its permeability, which must be known to select the number of turns
for a desired inductance. Second, and more important, it increases the
number of ampere turns it can tolerate before it saturates.

Core manufacturers often offer curves that permit calculation of the
number of turns for a desired inductance and the number of ampere-
turns at which saturation commences. Such curves are shown in
Figure 4.3 and show Alg, the inductance per 1000 turns with an air

FIGURE 4.3 Inductance per 1000 turns (Alg) for various ferrite cores with
various air gaps. Note the “cliff” points in ampere-turns where saturation
commences. (Courtesy Ferroxcube Corporation.)
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gap and the number of ampere-turns (NIsat) where saturation starts to
set in. Since inductance is proportional to the square of the number of
turns, the number of turns Nl for any inductance L is calculated from

Nl = 1000

√
L

Alg
(4.14)

Figure 4.3 shows Alg curves for a number of different air gaps and the
“cliff” point at which saturation starts. It can be seen that the larger
the air gap, the lower the value of Alg and the larger the number of
ampere-turns at which saturation starts. If such curves were available
for all cores at various air gaps, Eq. 4.14 would give the number of turns
for any selected air gap from the value of Alg read from the curve. The
cliff point on the curve would tell whether, at those turns and for the
specified primary current, the core had fallen over the saturation cliff.

Such curves, though, are not available for all cores and all air gaps.
This is no problem, because Alg can be calculated with reasonable
accuracy from Eq. 2.39 using Al with no gap, which is always given
in the manufacturers’ catalogs. The cliff point at which saturation
starts can be calculated from Eq. 2.37 for any air gap. The cliff point
corresponds to the flux density in iron Bi , where the core material
itself starts bending over into saturation.

From Figure 2.3, it is seen that this is not a very sharp breaking
point, but occurs around 2500 G for this ferrite material (Ferroxcube
3C8). Thus the cliff in ampere-turns is found by substituting 2500 G
in Eq. 2.37. As noted in connection with Eq. 2.37, in the usual case, the
air-gap length la is much larger than li/u as u is so large. Then the iron
flux density as given by Eq. 2.37 is determined mainly by the air-gap
length la .

4.6.3 Using Powdered Permalloy (MPP)
Cores to Avoid Saturation

These toroidal cores are widely used and made by Magnetics Inc. (data
in catalog MPP303S) and by Arnold Co. (data in catalog PC104G).

After Pressman The term transformer in the phrase flyback trans-
former is a misnomer and is very misleading. For true transformer action
to take place both primary and secondaries must conduct current at the same
time. We are all aware that a true transformer conserves the primary to sec-
ondary voltage ratio (irrespective of current). In the flyback case the so-called
transformer conserves the primary to secondary ampere-turns ratio (irrespec-
tive of voltage). This means it is really a “choke”—an inductor with a DC
component of current and additional windings. I find it much easier and less
confusing to design my flyback “transformers” from this perspective. The
reader may also find it helpful to use this approach because the inductance
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becomes the dependant variable and can be easily adjusted to get the desired
results. Chapter 7 deals with the design in this way.

You will see from the following that although he does not mention it, Press-
man is leading you in the direction of choke design. ∼K.B.

The problem in designing a core of desired inductance at a specified
maximum DC current bias is to select a core geometry and material
permeability, such that the core does not saturate at the maximum
ampere-turns to which it is subjected. There are a limited number
of core geometries, each available in permeabilities ranging from 14
to 550. Selection procedures are described in the catalogs mentioned
above, but the following has been found more direct and useful.

In the Magnetics Inc. catalog, one full page (Figure 4.4) is devoted
to each size toroid, and for each size, its Al value (inductance in milli-
henries per 1000 turns) is given for each discrete permeability. Figure
4.5, also from the Magnetics Inc. catalog, gives the falloff in permeabil-
ity (or Al value) for increasing magnetizing force in oersteds for core
materials of the various available permeabilities. (Recall the oersted–
ampere-turns relation in Eq. 2.6.)

A core geometry and permeability can be selected so that at the
maximum DC current and the selected number of turns, the Al and
hence inductance has fallen off by any desired percentage given in
Figure 4.5. Then at zero DC current, the inductance will be greater by
that percentage. Such inductors or chokes are referred to as “swing-
ing chokes” and in many applications are desirable. For example, if
an inductor is permitted to swing a great deal, in an output filter, it
can tolerate a very low minimum DC current before it goes discon-
tinuous (Section 1.3.6). But this greatly complicates the feedback-loop
stability design and, most often, the inductor in an output filter or
transformer in a flyback will not be permitted to “swing” or vary very
much between its zero and maximum current value.

Referring to Figure 4.4, it is seen that a core of this specific size is
available in permeabilities ranging from 14 to 550. Cores with perme-
ability above 125 have large values of Al and hence require fewer turns
for a specified inductance at zero DC current bias. But in Figure 4.5
it is seen that the higher-permeability cores saturate at increasingly
lower ampere-turns of bias. Hence in power supply usage, where DC
current biases are rarely under 1 A, cores of permeability greater than
125 are rarely used, and an inductance swing or change of 10% from
zero to the maximum specified current is most often acceptable.

In Figure 4.5, it is seen that for a permeability dropoff or swing of
10%, core materials of permeabilities 14, 26, 60, and 125 can sustain
maximum magnetizing forces of only 170, 95, 39, and 19 Oe, respec-
tively. These maximum magnetizing forces in oersteds can be trans-
lated into maximum ampere-turns by Eq. 2.6 (H = 0.4π(NI )/ lm), in
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FIGURE 4.4 A typical MPP core. With its large distributed air gap, it can
tolerate a large DC current bias without saturating. It is available in a large
range of different geometries. (Courtesy Magnetics Inc.)



C h a p t e r 4 : F l y b a c k C o n v e r t e r T o p o l o g i e s 141

FIGURE 4.5 Falloff in permeability of A1 for MPP cores of various
permeabilities versus DC magnetizing force in oersteds. (Courtesy
Magnetics Inc.)

which lm is the magnetic path length in centimeters, given in Figure
4.3 for this particular core geometry as 6.35 cm.

From these maximum numbers of ampere-turns (NI ), beyond
which inductance falls off more than 10%, the maximum number of
turns (N) is calculated for any peak current. From N, the maximum
inductance possible for any core at the specified peak current is cal-
culated as Lmax = 0.9A1(Nmax/1000)2.

Tables 4.1, 4.2, and 4.3 show Nmax and Lmax for three often-used core
geometries in permeabilities of 14, 26, 60, and 125 at peak currents of
1, 2, 3, 5, 10, 20, and 50 amperes. These tables permit core geometry
and permeability selection at a glance without iterative calculations.

Table 4.1 is used in the following manner. Assume that this particu-
lar core has the acceptable geometry. The table is entered horizontally
to the first peak current greater than specified value. At that peak
current, move down vertically until the first inductance Lmax greater
than the desired value is reached. The core at that point is the only one
which can yield the desired inductance with only a 10% swing. The
number of turns Nd on that core for a desired inductance Ld within
5% is given by

Nd = 1000

√
Ld

0.95Al

where Al is the value in column 3 in Table 4.1. If, moving vertically,
no core can be found whose maximum inductance is greater than the
desired value, the core with the next larger geometry (greater OD or
greater height) must be used.
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NI Maximum
Maximum permissible

Magnetics Al , mH H for 10% ampere-turns
Inc. core Perme- per 1000 falloff in corresponding Maximum permissible turns and inductance at those turns
number ability turns inductance to H for a 10% inductance falloff at indicated peak currents

Nmax/Lmax

Core μ Al H NI 1A 2A 3A 5A 10A 20A 50A Ip

55930 125 157 19 96 96 48 32 19 10 5 2 Nmax
1,382 339 145 56 15 3.5 0.6 Lmax

55894 60 75 39 197 197 99 66 39 20 10 4 Nmax
2,620 662 294 103 27 7 1 Lmax

55932 26 32 95 480 480 240 160 96 48 24 10 Nmax
6,635 1,659 737 265 66 17 3 Lmax

55933 14 18 170 859 859 430 286 172 86 43 17 Nmax
11,954 2,995 1,325 479 120 30 5 Lmax

Note: Magnetics Inc. MPP cores. All cores have outer diameter (OD) = 1.060 in, inner diameter (ID) = 0.58 in, height = 0.44 in, lm = 6.35 cm.
All inductances in microhenries.

TABLE 4.1 Maximum number of turns yielding maximum inductance for various peak currents Ip at maximum inductance falloff
of 10% from zero current
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NI Maximum
Maximum permissible

Magnetics Al , mH H for 10% ampere-turns
Inc. core Perme- per 1000 falloff in corresponding Maximum permissible turns and inductance at those turns
number ability turns inductance to H for a 10% inductance falloff at indicated peak currents

Nmax/Lmax

Core μ Al H NI 1A 2A 3A 5A 10A 20A 50A Ip

55206 125 68 19 77 77 39 26 15 8 4 2 Nmax
363 93 41 14 4 1 0.24 Lmax

55848 60 32 39 158 158 79 53 32 16 8 3 Nmax
719 180 81 29 7 2 0.26 Lmax

55208 26 14 95 385 385 193 128 77 39 19 8 Nmax
1,868 469 206 75 19 4.5 0.8 Lmax

55209 14 7.8 170 689 689 345 230 138 69 34 14 Nmax
3,333 836 371 134 33 8 1.4 Lmax

Note: Magnetics Inc. MPP cores: OD = 0.8 in, ID = 0.5 in, height = 0.25 in, lm = 5.09 cm. All inductances in microhenries.

TABLE 4.2 Maximum number of turns and maximum inductance for various peak currents Ip at a maximum inductance falloff
of 10% from zero current
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Core μ Al H NI 1A 2A 3A 5A 10A 20A 50A Ip

55438 125 281 19 162 162 81 54 32 16 8 3 Nmax
6,637 1,659 737 259 65 16 2 Lmax

55439 60 135 39 333 333 167 111 67 33 17 7 Nmax
13,473 3,389 1,497 545 132 35 6 Lmax

55440 26 59 95 812 812 406 271 162 81 41 16 Nmax
35,011 8,753 3,900 1,394 348 89 14 Lmax

55441 14 32 170 1454 1,454 727 485 291 145 73 29 Nmax
60,744 15,222 6,774 2,439 605 153 24 Lmax

Note: Magnetics Inc. MPP cores: OD = 1.84 in, ID = 0.95 in, height = 0.71 in, lm = 10.74 in. All inductances in microhenries.

TABLE 4.3 Maximum number of turns and maximum inductance for various peak currents Ip at a maximum inductance falloff
of 10% from zero current
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The core ID must be large enough to accommodate the number of
turns of wire selected at the rate of 500 circular miles per RMS ampere,
or the next larger size core must be used.

Tables 4.2 and 4.3 show similar data for smaller (OD = 0.80 in) and
larger (OD = 1.84 in) families of cores. Similar charts can be generated
for all the other available core sizes, but Tables 4.1 to 4.3 bracket about
90% of the possible designs for flyback transformers under 500 W or
output inductors of up to 50 A.

A commonly used scheme for correcting the number of turns on a
core when an initial selection has resulted in too large an inductance
falloff should be noted. If, for an initially selected number of turns and
a specified maximum current, the inductance or permeability falloff
from Figure 4.5 is down by P%, the number of turns is increased
by P%.

This moves the operating point further out by P%, as the magne-
tizing force in oersteds is proportional to the number of turns. The
core slides further down its saturation curve, and it might be thought
that the inductance would fall off even more. But since inductance is
proportional to the square of the number of turns, and magnetizing
force is proportional only to the number of turns, the zero current in-
ductance has been increased by 2P% and magnetizing force has gone
up only by P%. The inductance is then correct at the specified maxi-
mum current. If the consequent swing is too large, a larger core must
be used.

4.6.4 Flyback Disadvantages
Despite its many advantages, the flyback has the following drawbacks.

4.6.4.1 Large Output Voltage Spikes
At the end of the “on” time, the peak primary current is given by
Eq. 4.9. Immediately after the end of the “on” time, that primary peak
current, multiplied by the turns ratio Np/Ns , is driven into the sec-
ondary where it decays linearly as shown in Figure 4.1c. In most cases,
output voltages are low relative to input voltage, resulting in a large
Np/Ns ratio and a consequent large secondary current.

At the start of turn “off,” the impedance looking into Co is much
lower than Ro (Figure 4.1) and almost all the large secondary current
flows into Co and its equivalent series resistor Resr. This produces a
large, thin output voltage spike, Ip(Np/Ns)Resr. The spike is generally
less than 0.5 μs in width, as it is differentiated with a time constant of
ResrCo .

Frequently a power supply specification calls for output voltage
ripple only as an RMS or peak-to-peak fundamental value. Such a
large, thin spike has a very low RMS value and, if a sufficiently large
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output filter capacitor is chosen, the supply can easily meet its RMS
ripple specification but can have disastrously high, thin output spikes.
It is common to see a 50-mV fundamental peak-to-peak output ripple
with a 1-V thin spike sitting on top of it.

Thus, a small LC filter is almost always added after the main storage
capacitor in flybacks. The L and C can be quite small as they have to
filter out a spike generally less than 0.5 μs in width. The inductor is
usually considerably smaller than the inductor in forward-type con-
verters, but it still has to be stocked, and board space must be provided
for it. Output voltage sensing for the error amplifier is taken before
this LC filter.

4.6.4.2 Large Output Filter Capacitor and
High Ripple Current Requirement

A filter capacitor for a flyback must be much larger than for a forward-
type converter. In a forward converter, when the power transistor
turns “off” (Figure 2.10), load current is supplied from the energy
stored in both the filter inductor and capacitor. But in the flyback,
that capacitor is necessarily larger because it is the stored energy
in it alone that supplies current to the load during the transistor
“on” time. Output ripple is determined mostly by the ESR of the
filter capacitor (see Section 1.3.7). An initial selection of the filter
capacitor is made on the basis of output ripple specification from
Eq. 1.10.

Frequently, however, it is not the output ripple voltage requirement
that determines the final choice of the filter capacitor. Ultimately it may
be the ripple current rating of the capacitor selected initially on the
basis of the output ripple voltage specification.

In a forward-type converter (as in a buck regulator), the capacitor
ripple current is greatly limited by the output inductor in series with
it (Section 1.3.6). In a flyback, however, the full DC load current flows
from common through the capacitor during the transistor “on” time.
During the transistor “off” time, a charge of equal ampere-second
product must flow into the capacitor to replenish the charge it lost
during the “on” time. Assuming, as in Figure 4.1, a sum of “on” time
plus reset time of 80% of full period, the RMS ripple current in the
capacitor is closely

Irms = Idc

√
ton

T
= Idc

√
0.8 = 0.89Idc (4.15)

If the capacitor initially selected on the basis of output ripple voltage
specifications did not also have the ripple current rating of Eq. 4.15, a
larger capacitor or more units in parallel must be chosen.
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4.7 Universal Input Flybacks for 120-V AC
Through 220-V AC Operation
Here we consider universal or wide input range flyback topologies
that do not have the auto ranging, voltage doubling methods previ-
ously described.

In Section 3.2.1, we considered a commonly used scheme that per-
mitted operation from either a 120-V AC or 220-V AC line with min-
imal changes. As seen in Figure 3.1 at 120 V AC, switch S1 is thrown
to the lower position, making the circuit into a voltage doubler that
yields a rectified voltage of 336 V. With 220-V AC, S1 is thrown to the
upper position and the circuit becomes a full-wave rectifier with C1
and C2 in series, yielding about 308 V. The converter is thus designed
to always work from a rectified nominal input of 308 to 336 V DC by
proper choice of the transformer turns ratio.

In some applications, it is preferable to eliminate the requirement
of changing S1 from one position to the other in changing from 120- to
220-V AC operation. To change switch position without opening the
power supply case, the switch must be accessible externally, and this is
a safety hazard. The alternative is to change the switch internally, but
this requires opening the power supply case to make the change, and
this is a nuisance. Further, there is always the possibility that the switch
is mistakenly thrown to the voltage doubling position when operated
from 200 V AC. This, of course, would cause significant damage—the
power transistor, rectifiers, and filter capacitors would be destroyed.

An alternative is the universal line voltage unit that does not require
switching and can tolerate the full range of line inputs from 115 to 220
V AC. The rectified 115 V input will be 160 V DC and the 220 V AC
will be 310 V DC.

A flyback converter, designed with a small primary/secondary
turns ratio, can ensure that the “off”-voltage stress at high AC input
does not overstress the power transistor.

The maximum “on” time Ton at the minimum value of the 220-V
AC input is calculated from the corresponding minimum rectified DC
input as in Eq. 4.7 and the rest of the magnetics design can proceed as
shown in the text following Eq. 4.7. The minimum “on” time occurs
at the maximum value of the 220-V AC input. Since the feedback loop
keeps the product of VdcTon constant (Eq. 4.3), minimum “on” time
is Ton = Ton(Vdc/Vdc) where Vdc and Vdc correspond to the minimum
and maximum values of the 220-V AC line.

The maximum “on” time with 115-V AC input is still given by Eq. 4.7
and will be greater than with 220 V, as the term Vdc − 1 is smaller. But
the primary inductance L p given by Eq. 4.8, which is proportional
to the product VdcTon, is still the same as that product is kept con-
stant by the feedback loop. So long as the transistor can operate with
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the minimum “on” time calculated for the maximum DC correspond-
ing to high AC input, there is no problem. With bipolar transistors
operating at a high frequency, transistor storage time could prevent
operation at too low an “on” time. An example will clarify this.

Eq. 4.4 gives the maximum “off” stress in terms of the maximum DC
input voltage, the output voltage, and the Np/Ns turns ratio. Assume
in that equation that Vms is 500 V; many bipolar transistors can safely
sustain that voltage with a negative base bias at turn “off” (Vcev rating).
At 220 V AC, the nominal Vdc is 310 V. Assume that the maximum at
high line with a worst-case transient is 375 V. Then for a 5-V output,
Eq. 4.4 gives a turns ratio of 21.

Now assume that minimum DC supply voltage is 80% of nominal.
Assume a switching frequency of 50 kHz (period T of 20 μs). Maxi-
mum “on” time is calculated from Eq. 4.7 at the minimum DC input
corresponding to minimum AC input of 0.8 × 115 or 92 V AC. For the
corresponding DC input of 1.41 × 92 or about 128 V, maximum “on”
time calculated from Eq. 4.7 is 7.96 μs.

Minimum “on” time occurs at maximum input voltage. Assuming a
20% high line, the maximum DC input is 1.2×220×1.41 = 372 V. Since
the feedback loop keeps the product of VdcTon constant (Eq. 4.3), “on”
time at the 20% high line of 264 V AC is (128/372)(7.96) or 2.74 μs. The
circuit can thus cope with either a 20% low AC line input of 92 V AC
from a nominal 115 V AC, or a 20% high AC input of 264 V AC from
the nominal 220-V AC line by readjusting its “on” time from 7.96 to
2.74 μs.

If this were attempted at higher switching frequencies, the mini-
mum “on” time at a 220-V AC line would become so low as to prohibit
the use of bipolar transistors, which could have 0.5- to 1.0-μs storage
time. The upper-limit switching frequency at which the above scheme
can be used with bipolar transistors is about 100 kHz.

It is instructive to complete the above design. Assume an output
power of 150 W at 5-V output. Then Ro = 0.167 � and the primary
inductance from Eq. 4.8 is

Lp =
(

0.167
2.5 × 20 × 10−6

)(
128 × 7.96 × 10−6

5

)2

= 139 μH

and the peak primary current from Eq. 4.9 is

Ip = 128 × 7.96 × 10−6

139 × 10−6 = 7.33 A

There are many reasonably priced bipolar transistors with a Vcev rating
above 500 V having adequate gain at 7.33 A.
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Table 4.1 shows that the 55932 MPP core can tolerate a maximum of
480 ampere-turns, beyond which its inductance will fall off by more
than 10% (at 5 A, column 9 shows that the maximum turns is 96 for
a maximum inductance of 265 μH). For maximum ampere-turns, the
inductance is 32,000 × 0.9(66/1000)2 = 125μ H. If (as discussed in
Section 4.2.3.2) 10% more turns are added, the inductance at 7.33 A
will increase by 10% to 138 μH, but at zero current, the inductance will
“swing” up to 20% above that.

If the 20% inductance swing is undesirable, the lower permeability
core 55933 of Table 4.1 can be used. Table 4.1 shows that the maximum
ampere-turns stress is 859. For 7.33 A, the maximum number of turns
is 859/7.33 or 117. The maximum inductance for a swing of only 10%
is (0.117)2× 18000 × 0.9 or 222 μH. For the desired 139 μh, the required
turns are 1000

√
0.139/18 × 0.95 = 90.

Thus a design not requiring voltage doubling/full-wave rectifier
switching when operation is changed from 115 to 220 V AC is possible.
But this subjects the power transistor to a leakage inductance spike
at turn “off” of about 500 V. The lower reliability of this scheme must
be weighed against the use of a double-ended forward converter or
half bridge—both of which subject the “off” transistor to only the
maximum DC input (375 V in the preceding example) with no leakage
spike. Of course, for 115/220-V AC operation, the rectifier switching
of Figure 3.1 must be accepted.

After Pressman Modern FETs (for example, the Power Integrations “Top
Switch” devices) very much simplify the design of universal input flyback
type supplies, which are now an accepted and standard topology for lower
power applications. Very good application notes are available for these devices.
∼K.B.

4.8 Design Relations—Continuous-Mode
Flybacks
4.8.1 The Relation Between Output Voltage

and “On” Time
Look once again at Figure 4.1. When the transistor Q1 is “on,” the
voltage across the primary is close to Vdc–1 with the dot end nega-
tive with respect to the no-dot end, and the core is driven—say, up
the hysteresis loop. When the transistor turns “off,” the magnetiz-
ing current reverses the polarity of all voltages in order to remain
constant. The primary and secondary are driven positive, but the sec-
ondary is caught and clamped to Vom+ 1 by D2—assuming a 1-V
forward drop.
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This reflects across to the primary as a voltage (Np/Ns)(Vom + 1),
with the dot end now positive with respect to the no-dot end. All
the current that was flowing in the primary (IPO in Figure 4.2c) now
transfers to the secondary as ITU in Figure 4.2d. The initial magnitude
of the secondary current ITU is equal to the final primary current at
the end of the “on” time (IPO) times the turns ratio Np/Ns . Since the
dot end of the secondary is now positive with respect to the no-dot
end, the secondary current ramps downward with the slope UV in
Figure 4.2d.

Since the primary is assumed to have zero DC resistance, it cannot
sustain a DC voltage averaged over many cycles. Thus in the steady
state, the volt-second product across it when the transistor is “on”
must equal that across it when the transistor is “off”—i.e., the voltage
across the primary averaged over a full cycle must equal zero. This is
equivalent to saying the core’s downward excursion on the BH loop
during the “off” time is exactly equal to the upward excursion during
the “on” time. Then

(Vdc − 1)ton = (Vom + 1)
Np

Ns
toff

or

Vom =
[(

Vdc − 1
) Ns

Np

ton

toff

]
− 1 (4.16)

and since there is no dead time in continuous mode, ton + toff = T , and

Vom =
[

(Vdc − 1)(Ns/Np)(ton/T)
1 − ton/T

]
− 1 (4.17a)

=
[

(Vdc − 1)(Ns/Np)
(T/ton) − 1

]
− 1 (4.17b)

The feedback loop regulates against DC input voltage changes by
decreasing ton as Vdc increases, or increasing ton as Vdc decreases.

4.8.2 Input, Output Current–Power Relations
In Figure 4.6, the output power is equal to the output voltage times the
average of the secondary current pulses. For Icsr equal to the current
at the center of the ramp in the secondary current pulse

Po = Vo Icsr
toff

T
= Vo Icsr(1 − ton/T)

(4.18)
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FIGURE 4.6 Real-time relation between the primary and secondary current
waveforms in a continuous-mode flyback converter. Current is delivered to
the output capacitor only during the “off” period of Q1. At a fixed DC input
voltage, ton and toff remain constant. Output load current changes are
accommodated by the feedback loop by changing the magnitude of the
current at the center of the primary current ramp Icpr, which results in a
change at the center of the secondary current ramp (Icsr). This occurs over
many switching cycles by temporary increases in “on” time until the average
current pulse amplitudes build up and then relax to the new steady-state
values of ton and toff.

or

Icsr = Po

Vo (1 − ton/T)
(4.19)

In Eqs. 4.18 and 4.19, ton/T is given by Eq. 4.17 for specified values
of Vom and Vdc, and turns ratio Ns/Np from Eq. 4.4, which was chosen
for acceptably low maximum “off”-voltage stress at maximum DC
input.

Further, for an assumed efficiency of 80%, Po = 0.8Pin and Icpr is
equal to the current at the center of the ramp in the primary current
pulse:

Pin = 1.25 Po = Vdc Icpr
ton

T

or

Icpr = 1.25Po

(Vdc)(ton/T)
(4.20)
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After Pressman In the continuous mode, the duty cycle is defined by the
voltage ratio. Changes in load current try to reflect into the primary, but for
transient load changes, the transformer inductance limits the rate of change
of current. Hence the first and immediate effect of a transient load increase
is to cause a decrease in output voltage, resulting in an increase in the “on”
period of Q1 (to increase the primary current). But this results in a further
drop in output voltage because there is an immediate decrease in the energy-
transferring “off” period (the secondary conducting period). It takes many
cycles before the new higher current conditions are established, at which point
the duty cycle returns to its original value. This is a dynamic effect intrinsic
to the topology and cannot be compensated by the control loop. In terms of
control theory, this translates to a right-half-plane-zero. ∼K.B.

4.8.3 Ramp Amplitudes for Continuous Mode
at Minimum DC Input

It has been shown that the threshold of continuous-mode operation
occurs when there is just the beginning of a step at the front end of the
primary current ramp. Referring to Figure 4.6, the step appears when
the current at the center of the primary ramp Icpr just exceeds half the
ramp amplitude dIp . That value of Icpr( Icpr) is then the minimum value
at which the circuit is still in the continuous mode. From Eq. 4.20, Icpr
is proportional to output power and hence for the minimum output
power Po corresponding to Icpr

Icpr = dIp

2
= 1.25Po

(Vdc)(ton/T)

or

dIp = 2.5Po

(Vdc)(ton/T)
(4.21)

In Eq. 4.21, ton is taken from Eq. 4.17 at the corresponding value
minimum of Vdc(Vdc). The slope of the ramp dIp is given by d Ip =
(Vdc − 1)ton/L p , where L p is the primary magnetizing inductance.
Then

L p = (Vdc − 1)ton

d Ip

= (Vdc − 1)(Vdc)(ton)2

2.5Po T

(4.22)

Here again, Po is the minimum specified value of output power
and ton is the maximum “on” time calculated from Eq. 4.17 at the
minimum specified DC input voltage Vdc.
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4.8.4 Discontinuous- and Continuous-Mode
Flyback Design Example

It is instructive to compare discontinuous- and continuous-mode fly-
back designs at the same output power levels and input voltages. The
magnitudes of the currents and primary inductances will be revealing.

Assume a 50-W, 5-V output flyback converter operating at 50 kHz
from a telephone industry prime power source (38 V DC minimum,
60 V maximum). Assume a minimum output power of one-tenth the
nominal, or 5 W.

Consider first a discontinuous-mode flyback. Choosing a bipolar
transistor with a 150-V Vceo rating is very conservative, because it is not
necessary to rely on the Vcer or Vcev ratings that permit larger voltages.
Then in Eq. 4.4, assume that the maximum “off”-voltage stress Vms
without a leakage spike is 114 V, which permits a 36-V leakage spike
before the Vceo limit is reached. Then Eq. 4.4 gives Np/Ns = (114 −
60)/6 = 9.

Eq. 4.7 gives the maximum “on” time as

ton = 6 × 9 × 0.8
20 × 10−6

37 + 6 × 9

= 9.49 μs

and primary inductance for Ro = 5/10 = 0.5 � from Eq. 4.8 is

L p = 0.5
2.5 × 20−6

(
38 × 9.49

5

)2

× 10−12

= 52 μH

Peak primary current from Eq. 4.9 is

Ip = 38 × 9.49 × 10−6

52 × 10−6

= 6.9 A

and the start of the secondary current triangle is

Is(peak) = (Np/Ns) Ip = 9 × 6.9 = 62 A

Recall that in the discontinuous flyback, the reset time Tr—the time for
the secondary current to decay back to zero—plus the maximum “on”
time is equal to 0.8T (Eq. 4.6). Reset time is then Tr = (0.8×20)−9.49 =
6.5 μs, and the average value of the secondary current triangle (which
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should equal the DC output current) is

I (secondary average) = Is(peak)

2
Tr

T

=
(

62
2

)
6.5
20

= 10 A

which is the DC output current.
Now consider a continuous-mode flyback for the same frequency,

input voltages, output power, output voltage, and the same Np/Ns
ratio of 9. From Eq. 4.17b, calculate ton/T for Vdc = 38 V as

5 =
[

(37/9)(ton/T
1 − ton/T

]
− 1

or ton/T = 0.5934 and ton = 11.87 μs, toff = 8.13 μs and from Eq. 4.19

Icsr = 50
(5)(1 − 0.5934)

= 24.59 A

and the average of the secondary current pulse, which should equal
the DC output current, is

I (secondary average) = Icsr(toff/T) = 24.59 × 8.13/20 = 10.0 A

which checks. From Eq. 4.20, Icpr = 1.25×50/(38)(11.86/20) = 2.77 A.
From Eq. 4.22, for the minimum input power of 5 W at the minimum

DC input voltage of 38 V, L p = 37 × 38(11.86)2 × 10−12/2.5 × 5 × 20 ×
10−6 = 791 μH.

The contrast between the discontinuous and continuous modes will
now be clear from the following table, which compares the required
primary inductances, and primary and secondary currents at mini-
mum DC input of 38 V.

Discontinuous Continuous
Primary inductance, μH 52 791

Primary peak current, A 6.9 2.77

Secondary peak current, A 62.0 24.6

On time, μs 9.49 11.86

Off time, μs 6.5 8.13

The lower primary current and especially the secondary current for
the continuous mode are certainly an advantage, but the much larger
primary inductance that slows up response to load current changes,
and the right-half-plane-zero that requires a very low error-amplifier
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bandwidth to achieve loop stabilization, can make the continuous
mode a less desirable choice in applications that require good transient
load response. In fixed-load applications this is not a problem.

4.9 Interleaved Flybacks
An interleaved flyback topology is shown in Figure 4.7. It consists of
two or more discontinuous-mode flybacks whose power transistors

FIGURE 4.7 Interleaving two discontinuous-mode flybacks on alternative
half cycles to reduce peak currents. Output powers of up to 300 W are
possible with reasonably low peak currents.
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are turned “on” at alternate half cycles and whose secondary currents
are summed through their rectifying diodes.

It can be used at power levels up to 300 W, limited mainly by the
high-peak primary and especially secondary currents. Although that
power level can be obtained with a single continuous-mode flyback
with reasonable currents, it may be better to accept the greater cost
and volume of two or more interleaved discontinuous-mode flybacks.
Both input and output ripple currents are much smaller and of higher
frequency. Increasing the number of elements with suitable phase shift
between drive pulses will further reduce the ripple current. Further,
the discontinuous mode’s faster response to load current changes,
greater error-amplifier bandwidth, and the elimination of the right-
half-plane-zero loop stabilization problem may make this a preferred
choice.

A single discontinuous-mode flyback at the 300-W level is imprac-
tical because of the very high peak primary and secondary currents,
as can be seen from Eqs. 4.2, 4.7, and 4.8.

At a lower power of 150 W, a single forward converter is very likely
a better choice than the two interleaved flybacks because of the con-
siderably lower secondary peak current of the forward converter. The
interleaved flyback has been shown here for the sake of completeness
and for its possible use at lower power levels when many (over five)
outputs are required.

4.9.1 Summation of Secondary Currents
in Interleaved Flybacks

The magnetics design of each flyback in an interleaved flyback pro-
ceeds exactly as for a single flyback at half the power level, because the
secondary currents add into the output through their “ORing” rectifier
diodes.

Even when both secondary diodes dump current simultaneously
(as from t1 to t2), there is no possibility that one diode can back-bias the
other and supply all the load current. This can happen if one attempts
to sum the currents of two low-impedance voltage sources. If one of
the low-impedance voltage sources has a slightly higher open-circuit
voltage or a lower forward-drop OR diode, it will back-bias the other
diode and supply all the load current by itself. This can over-dissipate
the diode or the transistor supplying that diode.

Looking back into the secondary of a flyback, however, there is
a high-impedance current source, which is the secondary induc-
tance. Thus the current dumped into the common load by either
diode is unaffected by the other diode simultaneously supplying load
current.
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4.10 Double-Ended (Two Transistor)
Discontinuous-Mode Flyback

4.10.1 Area of Application
The topology is shown in Figure 4.8a . Its major advantage is that, using
the scheme of the double-ended forward converter of Figure 2.13, its
power transistors in the “off” state are subjected to only the maximum
DC input voltage. This is a significant advantage over the single-ended
forward converter of Figure 4.1, where the maximum “off”-voltage
stress is the maximum DC input voltage plus the reflected secondary
voltage (Np/Ns)(Vo + 1) plus a leakage inductance spike that may be
as high as one-third of the DC input voltage.

4.10.2 Basic Operation
The lower “off”-voltage stress comes about in the same way as for
the double-ended forward converter of Figure 2.13. Power transis-
tors Q1, Q2 are turned “on” simultaneously. When they are “on,” the
dot end of the secondary is negative, D3 is reverse-biased, and no
secondary current flows. The primary is then just an inductor, and
current in it ramps up linearly at a rate of dI1/dt = Vdc/(Lm + Ll ),
where Lm and Ll are the primary magnetizing and leakage induc-
tances, respectively. When Q1 and Q2 turn “off,” as in the previous
flybacks, all primary and secondary voltages reverse polarity, D3 be-
comes forward-biased, and the stored energy in Lm = 1/2Lm( I1)2 is
delivered to the load.

As shown previously, the “on” or set volt-second product across
the primary must equal the “off” or reset volt-second product. At the
instant of turn “off,” the bottom end of Ll attempts to go far positive
but is clamped to the positive end of Vdc. The top end of Lm attempts
to go far negative but is clamped to the negative end of Vdc. Thus
the maximum voltage stress at either Q1 or Q2 can never be more
than Vdc.

The actual resetting voltage Vr across the magnetizing inductance
Lm during the “off” time is given by the voltage reflected from the
secondary (Np/Ns)(Vo + VD3). The voltage across Lm and Ll in series
is the DC supply voltage, and hence, as seen in Figure 4.8b, the voltage
across the leakage inductance Ll is Vl = (Vdc − Vr ).

The division of the Vdc supply voltage across Lm and Ll in series
during the “off” time is a very important point in the circuit design
and establishes the transformer turns ratio Np/Ns as discussed below.

The price paid for this advantage is, of course, the requirement for
two transistors and the two clamp diodes, D1, D2.
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FIGURE 4.8 Circuit during Q1 and Q2 “off” time. Current I1, stored in Lm

during Q1, Q2 “on” time, also flows through leakage inductance Ll . During
the “off” time, energy stored in Lm must be delivered to the secondary load
as reflected into the primary across Lm. But I1 also flows through Ll , and
during the “off” time, the energy it represents (1/2 Ll I 2) is returned to the
input source Vdc through diodes D1, D2. This robs energy that should have
been delivered to the output load and continues to rob energy until I1, the
leakage inductance current, falls to zero. To minimize the time for I1 in Ll to
fall to zero, Vi is made significantly large by keeping the reflected voltage
Vr (= Np/Ns )(Vo + VD3) low by setting a low Np/Ns turns ratio. A usual value
for Vr is two-thirds of the minimum Vdc, leaving one-third for Vl .
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4.10.3 Leakage Inductance Effect in
Double-Ended Flyback

Figure 4.8b shows the circuit during the Q1, Q2 “off” time. The voltage
across Lm and Ll in series is clamped to Vdc through diodes D1, D2
The voltage Vr across the magnetizing inductance is clamped against
the reflected secondary voltage and equals (Np/Ns)(Vo + VD3). The
voltage across Ll is then Vl = Vdc − Vr .

At the instant of turn “off,” the same current I1 flows in Lm and
Ll ( I3 = I1 at instant of turn “off”). That current in Ll flows through
diodes D1, D2 and returns its stored energy to the supply source Vdc.
The Ll current decays at a rate of dI1/dt = Vl/Ll as shown in Figure
4.9a as slope AC or AD. The current in Lm (initially also equal to I1)
decays at a rate Vr/Lm and is shown in Figure 4.9a as slope AB.

The current actually delivering power to the load is I2—the differ-
ence between the currents in Lm and Ll . This is shown as current RST
in Figure 4.9b if the L1 current slope is AC of Figure 4.9a . The larger
area current UVW in Figure 4.9c results if the L1 current slope is faster,
as AD of Figure 4.9a . It should be evident in Figures 4.9b and 4.9c that
so long as current still flows in leakage inductance Ll , through D1 and
D2 back into the supply source, all the current available in Lm does

FIGURE 4.9 (a ) Currents in magnetizing and leakage inductances in
double-ended flyback. (b) Current into reflected load impedance for large
Np/Ns ratio. AB–AC of Figure 4.9a . (c) Current into reflected load impedance
for smaller Np/Ns ratio. AB–AD of Figure 4.9a .
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not flow into the reflected load but is partly diverted back into the
supply.

It can thus be seen from Figures 4.9b and 4.9c that to maximize the
transfer of Lm current to the reflected load and to avoid a delay in the
transfer of current to the load, the slope of the leakage inductance cur-
rent decay should be maximized (slope AD rather than AC in Figure
4.9a ). Or in magnetics–power supply jargon, the leakage inductance
current should be rapidly reset to zero.

Since the rate of decay of the leakage inductance current is Vl/Ll
and Vl = Vdc − (Np/Ns)(Vo + VD3), choosing lower values of Np/Ns
increases Vl and hastens leakage current reset. A usual value for the
reflected voltage (Np/Ns)(Vo + VD3) is two-thirds of Vdc, leaving one-
third for Vl . Too low a value for Vr will require a longer time to reset
the magnetizing inductance, rob from the available Q1, Q2 “on” time,
and decrease the available output power.

Once Np/Ns has been fixed to yield Vl = Vdc/3, the maximum
“on” time for discontinuous operation is calculated from Eq. 4.7, Lm
is calculated from Eq. 4.8 and Ip from Eq. 4.9, just as for the single-
ended flyback.
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C H A P T E R 5
Current-Mode and

Current-Fed Topologies

5.1 Introduction
In this chapter, current-mode1–7 and current-fed9–20 topologies are
grouped into one family, despite their very significant differences,
because they both rely on controlling input current and output voltage.
However, they do this in quite different ways.

5.1.1 Current-Mode Control
Current-mode control (Figure 5.3) has two control loops: a slow outer
loop (via R1,R2 and error amp EA), which senses DC output voltage
and delivers a control voltage (Veao), to a much faster inner current
control loop (via R1, Vi , and the pulse width modulator PWM). Ri
senses peak transistor currents (the peak choke current) and keeps
the peak current constant on a pulse-by-pulse basis. The end result is
that it solves the magnetic flux imbalance problem in the current-mode
version of the push-pull topology and restores push-pull as a viable
approach in applications where the uncertainty of other solutions to
flux imbalance is a drawback (Section 2.2.8). Further, the constant
power transistor current pulses simplify the feedback-loop design.

After Pressman Because the converter in this example is a forward type,
the secondary current reflects back into the primary. By sensing the current in
the common return of Q1 and Q2, the inner current control loop effectively
is looking at the current flow in the output choke Lo . The fast inner loop
maintains the peak current in Lo constant on a pulse-by-pulse basis, changing
only slowly in response to voltage adjustments. In this way, the peak output
current in Lo is the controlled parameter. This takes Lo out of the small signal
transfer function of the outer loop, allowing faster response in the closed loop
system. At the same time, because current is the controlled parameter, current

161
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limit and short circuit protection are intrinsic in the topology. Further, since
current is controlled on a pulse-by-pulse basis, any tendency for current
imbalance in Q1 and Q1 is eliminated and staircase saturation of T1 is no
longer a possibility. Finally, the effect of any changes in supply voltage is
automatically eliminated from the peak output current in Lo , so that line
regulation is automatically better. ∼K.B.

5.1.2 Current-Fed Topology
A current-fed topology derives its input current from an input induc-
tor (choke) as shown in Figure 5.9. In this example, the top end of a
push-pull forward converter transformer gets its supply from input
inductor L1. Thus the power train is driven from the high impedance
current source (the input inductor L1) rather than the low impedance
of a rectifier filter capacitor or perhaps the low-source impedance of
a source battery. This higher source impedance helps to solve the flux
imbalance problem in T1 and offers other significant advantages.

5.2 Current-Mode Control
In all the voltage-mode topologies discussed so far, output voltage
alone is the controlled parameter. In those circuits, regulation against
load current changes occurs because current changes cause small out-
put voltage changes that are sensed by a voltage-monitoring error
amplifier, which then corrects the power transistor “on” time to main-
tain output voltage constant. Output current itself is not monitored
directly.

In the 1980s, the new topology current-mode control appeared, in
which both voltage and current were monitored. The scheme had
been known previously, but was not widely used as it required dis-
crete circuit components to implement it. When a new Unitrode™
pulse-width-modulating (PWM) chip—the UC1846—appeared, with
all the features needed to implement current-mode control, the ad-
vantages of the technique were quickly recognized and it was widely
adopted.

After Pressman As of 2008, many similar current-mode control ICs are
now available. Unitrode is now part of Texas Instruments. ∼K.B.

Where two 180o out-of-phase width-modulated drive signals are
required as in the push-pull, half-bridge, full-bridge, interleaved for-
ward converter, or flyback, the UC1846 can be used to implement
current-mode control. A lower-cost, single-ended PWM controller,
the UC1842, is currently available to implement current mode in
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single-ended circuits such as forward converters, flybacks, and buck
regulators.

5.2.1 Current-Mode Control Advantages
5.2.1.1 Avoidance of Flux Imbalance in Push-Pull Converters
Flux imbalance was discussed in Section 2.2.5. It occurs in a push-pull
converter when the transformer core operates asymmetrically about
the origin of its hysteresis loop. The consequence is that the core moves
up toward saturation and one transistor draws more current during
its “on” time than does the opposite transistor (Figure 2.4c).

As the core drifts further off center of the origin, it goes deeply into
saturation and may destroy the power transistor. A number of ways to
cope with flux imbalance have been described in Section 2.2.8. These
schemes work, but under unusual line or load transient conditions and
especially at higher output powers, there is never complete certainty
that flux imbalance cannot occur.

Current-mode monitors current on a pulse-by-pulse basis and
forces alternate pulses to have equal peak amplitudes by correcting
each transistor’s “on” time so that current amplitudes must be equal.
This puts push-pull back into the running in any proposed new design
and is a valuable contribution to the repertoire of possible topologies.
For example, if a forward converter with no flux imbalance problem
were chosen to be certain of no flux imbalance in the absence of current
mode, a severe penalty would be paid.

Eq. 2.28 shows the peak primary current in a forward converter
is 3.13( Po/Vdc). But Eq. 2.9 shows it is only half that or 1.56( Po/Vdc)
for the push-pull. At low output powers, it is not a serious drawback
to use the forward converter with twice the peak current of a push-
pull at equal output power, especially since the forward converter
has only one transistor. But at higher output power, twice the peak
primary current in a forward converter than in a push-pull becomes
prohibitive.

The push-pull is a very attractive choice for telephone industry
power supplies where the maximum DC input voltage is specified as
only 38–60 V. Having it in its current-mode version with a certainty
that flux imbalance cannot exist is very valuable.

5.2.1.2 Fast Correction Against Line Voltage Changes
Without Error Amplifier Delay (Voltage Feed-Forward)

It is inherent in the details of how current mode works that a line volt-
age change immediately causes a change in power transistor “on”
time. This change is corrected without having to wait for an out-
put voltage change to be sensed after a relatively long delay by a
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conventional voltage error amplifier. The details of how this comes
about will be discussed below.

5.2.1.3 Ease and Simplicity of Feedback-Loop Stabilization
All the topologies discussed above with the exception of flybacks have
an output LC filter. An LC filter has a maximum possible phase shift
of 180o not far above its resonant frequency of fo = 1

2π
√

LC
, and gain

between input and output falls very rapidly with increasing frequency.
As frequency increases, the impedance of the series L arm increases
and that of the shunt arm decreases.

This possible large phase shift and rapid change of gain with fre-
quency complicates feedback-loop design. More important, the ele-
ments around the error amplifier required to stabilize the loop are
more complex and can cause problems with rapid changes in input
voltage or output current.

In a small-signal analysis of the current-mode outer voltage loop,
however, which calculates gain and phase shift to consider the possi-
bility of oscillation, the output inductor does not appear even though
it is physically in series with the output shunt capacitor. So for small
signal changes, the voltage loop behaves as if the inductor were not
there.

The circuit behaves as if there were a constant current feeding the
parallel combination of the output capacitor and the output load resis-
tor. Such a network can yield only 90o rather than 180o of phase shift,
and the gain between input and output falls half as rapidly as for a
true LC filter (–20 dB per decade rather than –40 dB per decade). This
simplifies feedback-loop design, simplifies the circuitry around the
error amplifier required for stabilization, and avoids problems aris-
ing from rapid line or load changes. The details of why this is so will
be discussed below.

5.2.1.4 Paralleling Outputs
A number of current-mode power supplies may be operated in paral-
lel, each with an equal share of the total load current. This is achieved
by sensing current in each supply with equal current sensing resistors,
which convert transistor peak current pulses to voltage pulses. These
are compared in a voltage comparator to a common error-amplifier
output voltage, which forces peak current-sensing voltages and hence
peak currents in the parallel supplies to be equal.

5.2.1.5 Improved Load Current Regulation
Current mode has better load current regulation than voltage mode.
The improvement is not as great as that in voltage regulation, however,
which is greatly enhanced by the feed-forward characteristic inherent
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in current mode. The improved load current regulation comes about
because of the greater error-amplifier bandwidth possible in current
mode.

5.3 Current-Mode vs. Voltage-Mode
Control Circuits
To understand the differences and advantages of current mode over
voltage mode, it is essential first to see how voltage-mode control cir-
cuitry works. The basic elements of a typical voltage-mode, PWM con-
trol circuit are shown in Figure 5.1. That block diagram shows most of
the elements of the SG1524, the first of many integrated-circuit control
chips that have revolutionized the switching power supply industry.
The SG1524, originally made by Silicon General Corporation, is now
manufactured by many other companies and in improved versions
such as the UC1524A (Unitrode) and SG1524B (Silicon General).

5.3.1 Voltage-Mode Control Circuitry
In Figure 5.1, an oscillator generates a 3-V sawtooth Vst. The DC volt-
age at the triangle base is about 0.5 V and, at the peak, about 3.5 V.
The period of the sawtooth is set by external discrete components Rt
and Ct and is approximately equal to T = RtCt .

An error amplifier compares a fraction of the output voltage KVo
to a voltage reference Vref and produces an error voltage Vea. Vea is
compared to the sawtooth Vst in a voltage comparator (PWM). Note
that the fraction of the output KVo is fed to the inverting input of the
error amplifier so that when Vo goes up, the error-amplifier output Vea
goes down.

In the PWM voltage comparator, the sawtooth is fed to the non-
inverting input and Vea is fed to the inverting input. Thus the PWM
output is a negative-going pulse of variable width. The pulse is neg-
ative for the entire time the sawtooth is below the DC level of the
error-amplifier output Vea or from t1 to t2. As the DC output voltage
goes—say—slightly positive, KVo goes slightly positive, and Vea goes
negative and closer to the bottom of the sawtooth. Thus the duration
of the negative-going pulse Vpwm decreases.

The duration of this negative-going pulse is the duration of the
power transistor “on” time. Further, since in all the voltage-mode
topologies discussed above, the DC output voltage is proportional
to the power transistor “on” time, decreasing the “on” time brings
the DC output voltage back down by negative-feedback loop action.
The duration of the negative pulse Vpwm increases as the output DC
voltage decreases.
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FIGURE 5.1 A basic voltage-mode PWM controller. The output voltage is
sensed directly by the error amplifier. Regulation against load current
changes occurs only after the current changes cause small output voltage
changes. The current-limit amplifier operates to shut down the supply only
when a maximum current limit is exceeded. Transistor “on” time is from
start of sawtooth until the sawtooth crosses Vea.

The UC1524 is designed primarily for push-pull-type topologies, so
the single negative-going pulse of adjustable width, coming once per
sawtooth period, must be converted to two 180o out-of-phase pulses
of the same width. This is done with the binary counter and negative
logic NAND gates G1 and G2. A positive-going pulse Vp occurring at
the end of each sawtooth is taken from the sawtooth oscillator and
used to trigger the binary counter.



C h a p t e r 5 : C u r r e n t - M o d e a n d C u r r e n t - F e d T o p o l o g i e s 167

Outputs from the binary counter Q and Q̄ are then out-of-phase
square waves at half the sawtooth frequency. When they are negative,
these square waves steer negative Vpwm pulses alternately through
negative logic NAND G1 and G2. These gates produce a positive output
only for the duration of time that the inputs are negative. Thus the
bases (and emitters) of output transistors Q1 and Q2 are positive only
on alternate half cycles and only for the same duration as the Vpwm
negative pulses.

The “on” time of the power transistors must correspond to the
time the Vpwm pulse is negative for the complete circuit to have
negative feedback, since KVo is connected to the inverting termi-
nal of the error amplifier. Thus if the power transistors are of the
NPN type, they must be fed from the emitters of Q1, Q2, or if of
the PNP type, from the collectors. If current amplifiers are inter-
posed between the bases of the output transistors and Q1, Q2, po-
larities must be such that Q1, Q2 are “on” when the output transistors
are “on.”

The narrow positive pulse Vp is fed directly into gates G1, G2. This
forces both gate outputs to be “low” simultaneously for the dura-
tion of Vp , and both output transistors to be “off” for that duration.
This ensures that if the pulse width of Vpwm ever approached a full
half period, both power transistors could never be “on” simultane-
ously at the end of the half period. In a push-pull topology, if both
transistors are simultaneously “on” even for a short time, they are
subjected to both high current and the full supply voltage and could
be destroyed.

This, then, is a voltage-mode circuit. Power transistor or output
current is not sensed directly. The power transistors are turned “on” at
the beginning of a half period and turned “off” when the sawtooth Vst
crosses the DC level of the error-amplifier output, which is a measure
of output voltage only.

The complete details of the SG1524 are shown in Figure 5.2a . The
negative logic NAND gates G1, G2 of Figure 5.1 are shown in Figure 5.2a
as positive logic NOR gates. These perform the same function for re-
quiring all “lows” to make a “high” and are identical to any one “high”
forcing a “low.”

In Figure 5.2a , when pin 10 goes “high,” the associated transis-
tor collector goes “low” and brings the error-amplifier output (pin 9)
down to the base of the sawtooth. This reduces output transistor “on”
times to zero and shuts down the supply. In the current limit com-
parator, if pin 4 is 200 mV more positive than pin 5, the error-amplifier
output is also brought down to ground (there is an internal phase in-
version, not shown) and the supply is shut down. Pins 4 and 5 are
bridged across a current-sensing resistor in series with the current
being monitored. If current is to be limited to Im, the resistor is se-
lected as Rs = 0.2/Im.
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FIGURE 5.2 (a ) PWM chip SG1524, the first integrated-circuit
pulse-width-modulating control chip. (Courtesy Silicon General Corp.)
(b) PWM chip UC1846, Unitrode’s first integrated-circuit current-mode
control chip. (Courtesy Unitrode Corp.)
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5.3.2 Current-Mode Control Circuitry
Circuitry of the first integrated-circuit current-mode control chip (Uni-
trode UC1846) is shown in Figure 5.2b. Figure 5.3 shows its basic ele-
ments controlling a push-pull converter.

Note in Figure 5.3 that there are two feedback loops—an outer loop
consisting of output voltage sensor (EA) and an inner loop comprising

FIGURE 5.3 Current-mode controller UC1846, driving a push-pull MOSFET
converter. Transistors are turned “on” alternately at each clock pulse. They
are turned “off” when the peak voltage across the common current-sensing
resistor equals the output voltage of the voltage-sensing error amplifier.
PWM forces all Q1, Q2 current pulses to have equal peak amplitudes.
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primary peak current sensor (PWM) and current-sensing resistor Ri
which converts ramp-on-a-step transistor currents to ramp-on-a-step
voltages.

Line and load current changes are regulated by varying power tran-
sistor “on” time. “On” time is determined by both the voltage-sensing
error-amplifier output Veao and the PWM voltage comparator, which
compares Veao to the ramp-on-a-step voltage at the top of the current-
sensing resistor Ri .

Because the secondaries all have output inductors, the secondary
currents have the characteristic ramp-on-a-step shape. These reflect
as identical-shaped currents, which are smaller by the Ns/Np ratio,
in the primary and the output transistors. Those currents flowing in
the common emitters through Ri produce the ramp-on-a-step voltage
waveshape Vi . Power transistor “on” time is then determined as fol-
lows: An internal oscillator, whose period is set by external discrete
components Rt , Ct , generates narrow clock pulses C p . The oscillator
period is approximately 0.9RtCt . At every clock pulse, feed-forward
FF1 is reset, causing its output Qpw to go “low.” The duration of the
“low” time at Qpw, it will soon be seen, is the duration of the “high”
time at either of the chip outputs A or B and, hence, the duration of
the power transistor “on” times.

When the PWM voltage comparator output goes “high,” FF1 is set,
thus terminating the Qpw “low” and hence the “high” time at A or B,
and turns “off” the power transistor which had been “on.” Thus the
instant at which the PWM comparator output goes “high” determines
the end of the “on” time.

The PWM comparator compares the ramp-on-a-step current-
sensing voltage Vi to the output of the voltage error-amplifier EA.
Hence when the peak of Vi equals Veao, the PWM output goes posi-
tive and sets FF1, Qpw goes “high,” and whichever of Aor B had been
“high” goes “low.” The power transistor that had just been “on” is
now turned “off.”

A “low” output from FF1 occurs once per clock period. It starts
“low” at every clock pulse and goes back “high” when the PWM non-
inverting input equals the DC level of the EA output. Most frequently,
power transistors Q1, Q2 will be N types, which require positive-
going signals for turn “on.” Thus these equal-duration negative-going
pulses are steered alternately through negative logic NAND gates G1
and G2, becoming 180o out-of-phase, positive-going pulses at the chip
outputs A and B.

Chip output stages TPA and TPB are “totem poles.” When the
bottom transistor of a totem pole is “on,” the top one is “off” and
vice versa. Output nodes A and B have very low output impedance.
When the bottom transistor is “on,” it can “sink” (absorb inward-
directed current) 100 mA continuous and 400 mA during the “high”-
to-“low” transition. When the top transistor is “on,” it can “source”
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(emit outward-directed current) 100 mA continuous and 400 mA dur-
ing the “low”-to-“high” transition.

Steering is done by binary counter BC1, which is triggered once
per clock pulse on the leading edge of the pulse. The negative-going
Q pulses steer the negative Qpw pulses alternately through negative
logic NAND gates G1, G2. The chip outputs A and B are 180o out-
of-phase positive pulses whose duration is the same as that of the
negative pulses Qpw.

Note that Qpw is positive from the end of the “on” time until the
start of the next turn “on.” This forces the bubble outputs of G1, G2
“high” and brings points A and B both “low.” This “low” at both
power transistor inputs during the dead time between the turn “off”
of one transistor and the turn “on” of the other is a valuable feature. It
presents a low impedance at the “off”-voltage level and prevents noise
pickup from turning the power transistors “on” spuriously. While the
bubble outputs of G1, G2 are both “high,” their no-bubble outputs
are both “low,” and thus turn “off” the upper transistors of the totem
poles TPA and TPB and avoid over-dissipating them.

It can be seen also that the narrow positive clock pulse is fed as a
third input to NAND gates G1, G2. This makes bubble outputs from G1,
G2 “high” and outputs A, B simultaneously “low” for the duration
of the clock pulse. This guarantees that under fault conditions, if the
controller attempts a full half period “on” time (Qpw “low” and either
Aor B “high” for a full half period), there will be a dead time between
the end of one “on” time and the start of the opposite “on” time. Thus
the power transistors can’t conduct simultaneously.

5.4 Detailed Explanation of Current-Mode
Advantages
5.4.1 Line Voltage Regulation
Consider how the controller regulates against line voltage changes.
Assume that line voltage (and hence Vdc) goes up. As Vdc goes up, the
peak controlled secondary voltage will go up and after a delay in Lo , Vo
will eventually go up. Since secondary DC voltages are proportional
to secondary winding peak voltages and power transistor “on” time,
the “on” time must decrease because the peak secondary voltage has
increased. Then, after a delay through the error amplifier, Veao will go
down and, in the PWM comparator, the ramp in Vi will become equal
to the lowered value of Veao earlier in time. Thus, “on” time will be
decreased and the output voltage will be brought back down.

If this were the only mechanism to correct against line voltage
changes, however, the correction would be slow due to the delays in
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Lo and the error amplifier, but there is a shortcut around those delays.
As Vdc goes up, the peak voltage at the input to the output inductor Vsp
increases, the slope of inductor current DIs/ dt increases, and hence
the slope of the ramp of Vi increases. Now the faster ramp equals Veao
earlier in time, and the “on” time is shortened without having to wait
for Veao to move down and shorten the “on” time. Output voltage tran-
sients resulting from input voltage transients are smaller in amplitude
and shorter in duration because of this feed-forward characteristic.

5.4.2 Elimination of Flux Imbalance
Consider the waveform Vi in Figure 5.3. It is taken from the current-
sensing resistor Ri and is hence proportional to power transistor cur-
rents. The “on” time ends when the peak of the ramp in Vi equals the
output voltage of the error amplifier Veao. It can be seen in Figure 5.3
that peak currents on alternate half cycles cannot be unequal as in Fig-
ure 2.4b and 2.4c because the error-amplifier output Veao is essentially
horizontal and cannot change significantly within one cycle because
of limited EA bandwidth.

If the transformer core got slightly off center and started walk-
ing up into saturation on one side, the voltage Vi would become
slightly concave upward close to the end of that “on” time. It would
then equal Veao earlier and terminate that “on” time sooner. Flux in-
crease in that half cycle would then cease, and in the next half cycle,
since the opposite transistor would not have a foreshortened “on”
time, the core flux would be brought back down and away from
saturation.

Since the peaks of the voltage ramps in Figure 5.3 (Vi ) are equal, peak
currents on alternate half cycles must be equal. Thus the inequality
of alternate currents and flux imbalance shown in Figure 2.4b are not
possible.

5.4.3 Simplified Loop Stabilization from
Elimination of Output Inductor in
Small-Signal Analysis

Refer to Figure 5.3. In a small-signal analysis to determine whether
the outer voltage loop is stable, it is assumed that the loop is opened
at some point and a small sinusoidal signal of variable frequency is
inserted at the input side of the break. The gain and phase shift versus
frequency are calculated through all the loop elements starting from
the input side of the break, around to the same point at the output side
of the loop break. By tailoring the error-amplifier gain and phase shift
properly in relation to the other elements in the open loop (primarily
the output LC filter), the closed loop is made stable.
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The variable frequency is often inserted at the input to the error
amplifier. In Chapter 12 on feedback loop stability analysis, it will be
shown how gain and phase shift through the error amplifier may be
calculated and tailored to achieve the desired results.

Considering Figure 5.3, the concept of gain and phase shift of a
sinusoidal signal from the error-amplifier output to the input of the
LC filter may not be obvious. Of primary importance is the fact that the
highest frequency to which the loop will respond significantly is well
below the switching frequency of the converter. The error-amplifier
output Veao is, therefore, a slowly changing or essentially DC voltage
that, when it equals the peak of the ramp-on-a-step pulse sequence Vi ,
results in a sequence of negative-going pulses at Qpw whose duration
depends on Veao. The Qpw negative pulses result in a sequence of
positive-going pulses at the input to the LC filter.

It may seem puzzling to speak of gain and phase shift of sinusoidal
signals in view of this odd operation of converting a voltage level to
a sequence of pulses at the switching frequency. The situation may be
clarified as follows.

If there is a sinusoidal signal at the error-amplifier input, it is am-
plified and phase-shifted at the EA output. Thus Veao is sinusoidally
amplitude modulated at that frequency. The Qpw negative pulses are
similarly pulse width modulated at that frequency. So are the “on”
times of the positive-going pulses at the output rectifiers pulse width
modulated at that frequency. Hence, the voltage at the output recti-
fier cathodes, which is proportional to the pulse widths, when aver-
aged over a time long compared to the switching period, is simply
amplitude modulated at the same frequency as was inserted at the
error-amplifier input.

So long as the modulation period is long compared to the switch-
ing period, the modulation operation is a sinusoid-to-pulse width-
to-sinusoid converter. The gain of this modulation operation will be
discussed further in the chapter on feedback loop stability.

In the converter of Figure 5.3, there remains only the problem of
calculating the gain and phase shift versus frequency for the sinusoid
through the LC filter. A sine wave voltage at the rectifier cathodes will
be phase shifted 90o by the LC filter at the resonant frequency 1

2π
√

LC
and 180o at frequencies above that, and gain from input to output will
fall at –40 dB/decade above resonance.

In current mode, however, the PWM comparator forces the output
at the rectifier cathodes to be a sequence of width-modulated constant-
current pulses—not voltage pulses. Thus at the input to the LC filter,
the averaged waveform is a constant-current, not a constant-voltage,
sinusoid.

With a constant-current sinusoid, the filter inductor cannot act to
change phase. The circuit behaves, in this small-signal analysis, as if
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the inductor were not present. Thus after the rectifier cathodes, the
gain and phase shift correspond to that of a constant-current sinusoid
flowing into the parallel combination of the output capacitor and load
resistor. Such a circuit can yield a maximum phase shift of only 90o, and
a gain-versus-frequency characteristic that falls at –20 dB per decade,
rather than –40 dB.

Chapter 12 on feedback stability analysis will show that this greatly
simplifies the error-amplifier design, yields greater bandwidth, and
improves the response of the closed-loop circuit to step changes in
load current and line voltage. For now, Figure 5.4a and 5.4b show a
comparison of the error-amplifier feedback networks required to sta-
bilize a voltage-mode circuit (Figure 5.4a ) and a current-mode circuit
(Figure 5.4b).

After Pressman Notice the inductor is only taken out of the loop for
small signal changes (it is still there in fact). For larger transient changes,
the inductor will still limit the slew rate and cannot be ignored for large
changes (where the control amplifiers bottom or top out at the limit of their
range). ∼K.B.

5.4.4 Load Current Regulation
In Figure 5.3, the Vi voltage waveform is proportional to power tran-
sistor currents, which are related to controlled secondary current by
the transformer turns ratio.

At a DC input voltage Vdc, the peak secondary voltage is Vsp =
Vdc(Ns/Np). For an “on” time of ton in each transistor, the DC output
voltage is Vo = Vsp(2ton/T)—just as for a voltage-mode push-pull
circuit. The “on” time starts at the clock pulse, as shown in Figure 5.3,
and ends when the Vi ramp equals the voltage error-amplifier output.

If the DC voltage goes up as described, initially the Vi ramp rate
increases and shortens the “on” time as it reaches the original Veao
level earlier in time. This yields a fast correction for a step change in
input voltage and the “on” time remains shorter as required by the
preceding relation for the increase in peak secondary voltage.

The mechanism for load current regulation, though, is different.
For a fast step increase—say—in DC load current, the DC output volt-
age drops momentarily somewhat because the LC output filter has a
surge impedance of approximately

√
LC . After the delay in the error

amplifier, Veao moves up an amount determined by the EA gain.
Now Vi must ramp longer and hence higher in amplitude for it to

reach equality with the higher Veao. The secondary peak current and
hence the output inductor current are thus larger in amplitude. The
up-slope of the inductor current lasts longer and eats somewhat into
the dead time before the opposite transistor turns “on.”
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FIGURE 5.4 (a ) Typical compensating network for a voltage-mode power
supply. The complex input-feedback network in voltage mode is necessary
because the output inductor with the filter capacitor together yields a 180o

phase shift and a –40 dB/decade gain versus frequency characteristic, which
make loop stabilization more difficult. (b) Typical compensation network for
a current-mode power supply. In current mode, the source driving the
output inductor is an effective “current source.” The output inductor does
not contribute to phase shift. The circuit acts at its output as if there were a
constant current driving the parallel combination of the output filter
capacitor and the output load resistance. Such a network yields a maximum
90◦ phase shift and a –20 dB/decade gain versus frequency characteristic.
This permits the simpler input-feedback network for loop stabilization. It
also copes much more easily with large-amplitude load and line changes.

With a shorter dead time, when the opposite transistor turns “on” at
the beginning of the dead time, the current remaining in the inductor
will be greater than it had been in the previous cycle. Thus the front-
end step in each current pulse represented by Vi will be greater than
that in the previous cycle.
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This process continues for a number of switching cycles, until the
step part of the ramp-on-a-step current waveform builds up suffi-
ciently to supply the increased demand for DC load current. As this
current builds up, the DC output voltage gradually builds back up and
Veao relaxes back down, returning the “on” time to its original value.
The time to respond to a change in DC load current is thus seen to
be dependent on the size of the output inductor, since a smaller value
permits more rapid current changes. The response time also depends
on the bandwidth of the error amplifier.

5.5 Current-Mode Deficiencies
and Limitations
5.5.1 Constant Peak Current vs. Average

Output Current Ratio Problem1–4

Current mode controls the peak transistor currents (and hence the
peak output inductor/choke currents) constant at a level needed to
supply the required mean DC load current to give the mean DC output
voltage dictated by the voltage error amplifier, as shown in Figure 5.3.

The DC load current is the average of the output inductor current
so that keeping the peak transistor current constant, and hence the
peak output inductor current constant, does not keep the average
inductor current and hence output current constant. Because of this,
in the unmodified current-mode scheme described thus far, changes in
the DC input voltage will cause momentary changes in the DC output
voltage. After a short delay the output voltage change will be corrected
by the voltage error amplifier in the outer feedback loop, as this is the
loop that ultimately sets output voltage.

After Pressman This is now referred to as the “peak to average cur-
rent ratio” effect. The problem stems from the fact that maintaining the peak
inductor current constant does not maintain the average output current con-
stant, because duty cycle changes change the average value but not the peak
value. This can become a problem for wide duty cycle changes, leading to sub-
harmonic instability. It is corrected by ramp compensation (Section 5.5.3).
∼K.B.

However, the inner loop, in keeping peak inductor current con-
stant, does not supply the correct average inductor current and output
voltage changes again. The effect is an oscillation that commences at
every change in input voltage and that may continue for some time.
The mechanism can be better understood from an examination of the
up- and down-slopes of the output inductor currents in Figure 5.5.3
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FIGURE 5.5 Problems in current mode. (a ) Output inductor currents at high
and low input voltages. In current mode, peak inductor currents are
constant. At low DC input, ton is maximum, yielding average inductor
current Iavl. At high DC input, “on” time decreases to keep output voltage
constant. But average inductor current Iavh is lower at high DC input. Since
output voltage is proportional to average—not peak—inductor current, this
causes oscillation when input voltage is changed. Slope m2 is inductor
current down-slope, which is not affected by loop action and is constant.
Slope m1l is inductor current up-slope at low line; m1h is inductor current
up-slope at high line. (b) For a duty cycle less than 50%, an initial inductor
current disturbance I1 results in smaller I2 disturbances in successive cycles
until the disturbances die out. (c) For a duty cycle greater than 50%, an initial
inductor current disturbance I3 results in larger I4 disturbances in successive
cycles. The disturbances grow and then decay, resulting in an oscillation.
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Figure 5.5a shows the up- and down-slopes of the output inductor
current for two different DC input voltages in current mode. Slope m2
is the down-slope = dI1/dt= Vo/Lo . It is seen to be constant for the
two different DC input voltages. At the high input voltage, “on” time
is short at ton,h and at the lower DC input, “on” time is longer at ton,l .

The peak inductor currents are constant because the power tran-
sistor peak currents are kept constant by the PWM comparator (see
Figure 5.3). The DC voltage input Veao to that comparator is constant
since the outer feedback loop is keeping Vo constant. The constant
Veao then keeps Vi peaks constant, and hence transistor and output
inductor peak currents are constant.

In Figure 5.5a , in the steady state, the current change in the output
inductor during an “on” time is equal and opposite to that during an
“off” time. If this were not so, there would be a DC voltage across
the inductor, and since it is assumed that the inductor has negligible
resistance, it cannot support DC voltage.

It can be seen in Figure 5.5a that the average inductor current at
low DC input is higher than it is at high DC input voltage. This can
be seen quantitatively as

Iav = Ip − dI2

2

= Ip −
(m2toff

2

)

= Ip −
[

m2(T − ton)
2

]

= Ip −
(

m2T
2

)
+

(m2ton

2

)
(5.1)

Since the voltage feedback loop keeps the product of Vdcton constant,
at lower DC input voltage when the “on” time is higher, the average
output inductor current Iav is higher, as can be seen from Eq. 5.1 and
Figure 5.5a .

Further, since the DC output voltage is proportional to the average
and not the peak inductor current, as DC input goes down, DC output
voltage will go up. DC output voltage will then be corrected by the
outer feedback loop and a seesaw action or oscillation will occur.

This phenomenon does not occur in voltage-mode control, in
which only DC output voltage is controlled. Also, since DC output
voltage is proportional to average and not peak inductor current,
keeping output voltage constant maintains average inductor current
constant.
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5.5.2 Response to an Output Inductor
Current Disturbance

A second problem that gives rise to oscillation in current mode is
shown in Figure 5.5b and 5.5c. In Figure 5.5b, it is seen that at a fixed
DC input voltage, if for some reason there is an initial current distur-
bance �I1, after a first down-slope the current will be displaced by an
amount �I2.

Further, if the duty cycle is less than 50% (m2 < m1), as in Figure 5.5b,
the output disturbance �I2 will be less than the input disturbance �I1,
and after a few cycles, the disturbance will die out. If the duty cycle is
greater than 50% (m2 > m1) as in Figure 5.5c, the output disturbance
�I4 after one cycle is greater than the input disturbance �I3. This can
be seen quantitatively from Figure 5.5b as follows. For a small current
displacement �I1, the current reaches the original peak value earlier
in time by an amount dt where dt = �I1/m1.

On the inductor down-slope, at the end of the “on” time, the current
is lower than its original value by an amount �I2 where

�I2 = m2dt = �I1
m2

m1
(5.2)

Now with m2 greater than m1, the disturbances will continue to grow
but eventually decay, giving rise to an oscillation.

5.5.3 Slope Compensation to Correct
Problems in Current Mode1–4

Both current-mode problems mentioned above can be corrected as
shown in Figure 5.6, in which the original, unmodified output of the
error amplifier is shown as the horizontal voltage level OP. The “slope
compensation” scheme for correcting the preceding problems consists
of adding a negative voltage slope of magnitude m to the output of the
error amplifier. By proper selection of m in a manner discussed below,
the output inductor average DC current can be made independent of
the power transistor “on” time. This corrects the problems indicated
by both Eqs. 5.1 and 5.2.

In Figure 5.6, the up-slope m1 and down-slope m2 of output inductor
current are shown. Recall that in current mode, the power transistor
“on” time starts at every clock pulse and ends at the instant the out-
put of the PWM comparator reaches equality with the output of the
voltage error-amplifier as shown in Figure 5.3. In slope compensation,
a negative voltage slope of magnitude m = dVea/dt starting at clock
time is added to the error-amplifier output. The magnitude of m is
calculated thus: In Figure 5.6, the error-amplifier output at any time
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FIGURE 5.6 Slope compensation. By adding a negative voltage slope of
magnitude m = Ns/Np(Ri )(m2/2) to the error-amplifier output (Figure 5.3),
the two problems shown in Figure 5.5 are corrected.

ton after a clock pulse is

Vea = Veao − mton (5.3)

where Veao is the error-amplifier output at clock time. The peak voltage
Vi across the primary current-sensing resistor Ri in Figure 5.3 is

Vi = Ipp Ri = Isp
Ns

Np
Ri

in which Ipp and Isp are the primary and secondary peak currents,
respectively. But Isp = Isa+ dI2/2, where Isa is the average secondary
or average output inductor current and dI2 in Figure 5.6 is the inductor
current change during the “off” time (= m2toff). Then

Isp = Isa + m2toff

2

= Isa + m2

2
(T − ton)

So Vi = Ns

Np
Ri

[
Isa + m2

2
(T − ton)

]
(5.4)
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Equating Eqs. 5.3 and 5.4, which is what the PWM comparator does,
we obtain

Ns

Np
Ri Isa = Veao + ton

(
Ns

Np
Ri

m2

2
− m

)
−

(
Ns

Np
Ri

m2

2
T

)

It can be seen in this relation that if

Ns

Np
Ri

m2

2
= m = dVea

dt
(5.5)

then the coefficient of the ton term is zero and the average output
inductor current is independent of the “on” time. This then corrects
the above two problems arising from the fact that without compen-
sation, current mode maintains the peak, and not the average, output
inductor current constant.

5.5.4 Slope (Ramp) Compensation with a
Positive-Going Ramp Voltage3

In the previous section it was shown that if a negative ramp of mag-
nitude given by Eq. 5.5 is added to the error-amplifier output, the two
current-mode problems described above are corrected.

The same effect is obtained by adding a positive-going ramp to the
output of the current-sensing resistor Vi (Figure 5.3) and leaving the
error-amplifier output voltage Veao (Figure 5.3) unmodified. Adding
a positive ramp to Vi is simpler and is the more usual approach. That
adding the appropriate positive ramp to Vi also makes the average
output inductor current independent of “on” time can be shown as
follows: A ramp voltage of slope dV/dt will be added to the voltage Vi
of Figure 5.3, and the resultant voltage will be compared in the PWM
to the error-amplifier output Veao of that figure. When the PWM finds
equality of those voltages, its output terminates the “on” time. Then
Vi + dV/dt = Veao. Substitute Vi from Eq. 5.4:

Ns

Np
Ri

[
Isa + m2

2
(T − ton)

]
+ dV

dt
ton = Veao

Then

Ns

Np
Ri Isa + Ns

Np
Ri

m2

2
T + ton

(
dV
dt

− Ns

Np
Ri

m2

2

)
= Veao

From the above, it is seen that if the slope dV/dt of the voltage added to
Vi is equal to (Ns/Np)Ri m2/2, the terms involving ton in the preceding
relation vanish and the secondary average voltage Isa is independent
of the “on” time. Note that m2(= Vo/Lo ) is the current down-slope of
the output inductor as defined earlier.
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5.5.5 Implementing Slope Compensation3

In the UC1846 chip, a positive-going ramp starting at every clock
pulse is available across the timing capacitor (pin 8 in Figure 5.2b).
The voltage at that pin is

Vosc = �V
�t

ton (5.6)

where �V = 1.8 V and �t = 0.45RtCt.

As seen in Figure 5.7, a fraction of that voltage, whose slope is
�V/�t, is added to Vi (the voltage across the current-sensing resistor).

FIGURE 5.7 Slope compensation in the UC1846 current-mode control chip.
A positive ramp voltage is taken from the timing capacitor, scaled by
resistors R1, R2 and added to the voltage on the current resistor Ri . By
choosing R1, R2 to make the slope of the voltage added to Vi equal to half the
down-slope of the output inductor current reflected into the primary and
multiplied by Ri , the average output inductor current is rendered
independent of power transistor “on” times.
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That slope is set to (Ns/Np)Ri (m2/2) by resistors R1, R2. Thus in Fig-
ure 5.7, since Ri is much less than R1, the voltage delivered to the
current-sensing terminal (pin 4) is

Vi + R1
R1 + R2

Vosc = Vi + R1
R1 + R2

�V
�t

ton (5.7)

and setting the slope of that added voltage equal to (Ns/Np)Ri m2/2,
we obtain

R1
R1 + R2

= (Ns/Np)(Ri )(m2/2)
�V/�t

(5.8)

in which �V/�t = 1.8/(0.45RtCt).
Since R1+ R2 drains current from the timing capacitor, they change

operating frequency. Then either R1 + R2 is made large enough so
that the frequency change is small, or a buffer amplifier is interposed
between pin 8 and the resistors. Usually R1 is preselected and R2 is
calculated from Eq. 5.8.

After Pressman With large values of inductance Lo or at higher frequen-
cies, the slope on the current waveform (Figure 5.5) as it approaches the point
of transition to the “off” state can approach zero. Hence any small noise spike
can cause early or late switching resulting in jitter and noise in the output.
In effect, the gain of the fast current control loop becomes very high. Close
attention to layout and using a non-inductive current-sensing resistor for Ri
or a DCCT may help. But in many cases the solution requires a reduction in
inductance resulting in an increase in high frequency ripple current. ∼K.B.

5.6 Comparing the Properties of
Voltage-Fed and Current-Fed Topologies
5.6.1 Introduction and Definitions
All topologies discussed thus far have been of the voltage-fed type.
Voltage-fed implies that the source impedance of whatever drives the
topology is low and hence there is no way of limiting the current
drawn from it during unusual conditions at power switch turn “on”
or turn “off,” or under various fault conditions in the topology.

There are various ways of implementing “current limiting” with
additional circuitry, which senses an over-current condition and takes
some kind of corrective action such as narrowing the controller’s
switching pulse width or stopping it completely. But all such schemes
are not instantaneous; they involve a delay over a number of switch-
ing cycles during which there can be excessive dissipation in either
the power transistors or output rectifiers and dangerous voltage or
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current spiking. Thus such over-current sensing schemes are of no
help in the case of high transient currents at the instant of the power
switch turn “on” and turn “off.”

The low-source impedance in voltage-fed topologies is that of the
filter capacitor in offline converters or of the battery in battery-
powered converters. In compound schemes that use a buck regulator
to preregulate the rectified DC voltage of the AC line rectifier, it is the
very low-output impedance of the buck regulator itself.

In current-fed topologies, the high instantaneous impedance of an
inductor is interposed between the power source and the topology
itself. This provides a number of significant advantages, especially
in high power supplies (> 1000 W), high output voltage supplies
(> 200 V), and multi-output supplies where close tracking between
slaves and a master output voltage is required.

Advantages of the current-fed technique can be appreciated by ex-
amining the usual shortcomings of high-power, high-output-voltage,
and multi-output voltage-fed topologies.

5.6.2 Deficiencies of Voltage-Fed, Pulse-
Width-Modulated Full-Wave Bridge9

Figure 5.8 shows a conventional voltage-fed full bridge—the usual
choice for a switching supply at 1000-W output. At higher output
powers, high output voltages, or multiple output voltages, it has the
following significant shortcomings.

FIGURE 5.8 A conventional voltage-fed full bridge, often used for higher out-
put powers typically 1000 W or more. The low-source impedance of the filter
capacitor C f and the need for the output inductor Lo are significant drawbacks
for output powers over 1000 W and output voltages over a few hundred
volts. Further, in a multi-output power supply, the requirement for an output
inductor at each output makes the topology expensive in cost and space.
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5.6.2.1 Output Inductor Problems in Voltage-Fed,
Pulse-Width-Modulated Full-Wave Bridge

For high-output voltages, the size and cost of the output inductor Lo
(or inductors in a multi-output supply) becomes prohibitive as can
be seen from the following. The inductor is selected to prevent going
into the discontinuous mode or running dry at the specified minimum
DC load current (Sections 1.3.6 and 2.2.14.1). For a minimum DC load
current of one-tenth the nominal Ion, Eq. 2.20 gives the magnitude of
the inductor as Lo = 0.5Vo T/Ion.

Now consider a 2000-W supply at Vo = 200 V, Io(nominal) = 10 A,
and a minimum DC output current of 1 A. To minimize the size of the
output inductor, T should be minimized, and a switching frequency
of 50 kHz might be considered. At 50 kHz, for Vo = 200 V, Ion = 10 A,
Eq. 2.20 yields Lo of 200 μH.

The inductor must carry the nominal current of 10 A without satu-
rating. Inductors capable of carrying large DC bias currents without
saturating are discussed in a later chapter and are made either with
gapped ferrite or powdered iron toroidal cores. A 200-μH 10-A induc-
tor using a powdered iron toroid would have a diameter about 2.5 in
and a height about 1.0 in.

Although this is not a prohibitive size for a single-output 2-kW
supply, a supply with many outputs, higher output voltage, or higher
output power, the size and cost of many large inductors would be a
serious drawback. For high-output voltages (> 1000 V), even at low-
output currents, the output inductor is far more troublesome because
of the large number of turns required to support the high voltage
across the inductor. This high voltage—especially during the dead
time when cathodes of D5, D6 of Figure 5.8 are both “low”—can
produce corona and arcing.

A further problem with a topology requiring output inductors, as
shown in Figure 5.8, is the poor cross regulation or change in output
voltage of a slave when current changes in the master (Section 2.2.2).
The output inductors in both the master and slave must be large
enough to prevent discontinuous mode operation and large-output
voltage changes at minimum load currents.

The current-fed topology (Figure 5.10) discussed below avoids
many of the above problems, as it does not require multiple out-
put inductors. It uses a single input inductor L1 in place of the
individual output inductors, and is positioned before the high fre-
quency switching bridge circuit and after line rectification and stor-
age capacitors. Thus DC output voltages are the peak rather than
the average of the transformer secondary voltages. Voltage regula-
tion is achieved by pulse-width modulation of the bridge, or as in
Figure 5.10, by a buck regulator transistor switch Q5 ahead of the L1
inductor.
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5.6.2.2 Turn “On” Transient Problems in Voltage-Fed,
Pulse-Width-Modulated Full-Wave Bridge9

In Figure 5.8, diagonally opposite transistors are simultaneously “on”
during alternate half cycles. The maximum “on” time of each pair is
designed to be less than 80% of a half period. This ensures a 0.2T/2
dead time between the turn “off” of one transistor pair and the turn
“on” of the other. This dead time is essential, for if the “on” time of
alternate pairs overlapped by even a fraction of a microsecond, there
would be a dead short circuit across the filter capacitor, and with
nothing to limit current flow, the transistors would fail immediately.

During the dead time, all four transistors are “off,” the anodes of
output rectifiers D5, D6 are at zero volts, and the voltage at the input
end of filter inductor Lo has swung down to keep the current constant.
The input end of Lo is clamped at one diode drop below ground by
D5, D6, which act as free-wheeling diodes. The current that had been
flowing in Lo before the dead time (roughly equal to the DC output
current) continues to flow in the same direction. It flows out through
the ground terminal into the secondary center tap, where it divides
equally with half flowing through each of D5 and D6 and back into
the input end of Lo .

At the start of the next half cycle when, say, Q1, Q2 turn “on,” the
no-dot end of the T1 primary is high and the no-dot end of the T1
secondary (anode of D6) attempts to go high. But the cathode of D6
is looking into the cathode of D5, which is still conducting half the
DC output current. Until D6 supplies a current equal to and canceling
the D5 forward current, it is looking into the low impedance of a
conducting diode (∼10 �).

This low secondary impedance reflects as a low impedance across
the primary. But this low impedance is in series with the transformer’s
leakage inductance, which limits the primary current during the time
required to cancel the D5 free-wheeling current. Because of the high-
impedance current-limiting effect of the leakage inductance, transis-
tors Q1 and Q2 remain in saturation until the D5 free-wheeling current
is canceled.

When the D5 current is canceled, it still has a low impedance
because of its reverse-recovery time, which may range from 35 ns
(ultra-fast-recovery type) to 200 ns (fast-recovery type). For a reverse-
recovery time of tr , supply voltage of Vcc, and transformer primary
leakage inductance of Ll , the primary current overshoots to Vcctr/Ll .
This overshoot current can pull the transistors out of saturation and
either damage or destroy them.

Finally, when the output rectifier recovers abruptly, there is a
damped oscillatory ring at its cathode. The first positive half cycle
of this ring can more than double the reverse voltage stress on the
diode and possibly destroy it. Even in lower power supplies, it is often
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necessary to put series RC snubbers across the rectifiers to damp the
oscillation. The penalty paid for this is, of course, dissipation in the
resistors.

5.6.2.3 Turn “Off” Transient Problems in Voltage-Fed,
Pulse-Width-Modulated Full-Wave Bridge9

In Figure 5.8, there is a spike of high power dissipation at turn “off”
as a result of the instantaneous overlap of falling current and rising
voltage across the “off”-turning transistors.

Consider that Q3 and Q4 are “on” and have received turn “off”
signals at their bases. As Q3, Q4 commence turning “off,” current
stored in the leakage and magnetizing inductance of T1 force a polar-
ity reversal across the primary. The bottom end of T1 primary goes
immediately positive and is clamped via D1 to the positive rail at the
top of C f . The top end of T1 primary goes immediately negative and
is clamped via D2 to the negative rail at the bottom end of C f . Now
voltages across Q3 and Q4 are clamped at Vcc so long as diodes D1,
D2 conduct. There are no leakage inductance voltage spikes across
Q3, Q4 as in push-pull or single-ended forward converter topologies.
Energy stored in the leakage inductance is returned without dissipa-
tion to the input capacitor C f .

However, while the voltage across Q3, Q4 is held at Vcc, the current
in these two transistors falls linearly to zero in a time t f determined
by their reverse base drives. This overlap of a fixed-voltage Vcc and a
current falling linearly from a value Ip results in dissipation averaged
over a full period T of

PD = Vcc
Ip

2
t f

T
(5.9)

It is instructive to calculate this dissipation for, say, a 2-kW supply
operating at 50 kHz from a nominal Vcc of 336 V (typical Vcc for an
offline inverter operating from a 120-V AC line in the voltage-doubling
mode as in Section 3.1.1). Assume a minimum Vcc of 0.9 (336 V) or
302 V. Then from Eq. 3.7, the peak current is

Ip = 1.56Po

Vdc
= 1.56

2000
302

= 10.3 A

A bipolar transistor at this current has a fall time of perhaps 0.3 μs.
Since peak currents are independent of DC input voltage, calcu-
late overlap dissipation from Eq. 5.9 at a high line of 1.1 × 336 =
370 V. For the dissipation in either Q3 or Q4, Eq. 5.9 gives PD =
Vcc( Ip/2)(t f /T) = 370(10.3/2)(0.3/20) = 28.5 W, and for the four tran-
sistors in the bridge, total overlap losses would be 114 W.
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It is of interest to calculate the dissipation per transistor during the
“on” time. This is Vce(sat) Ic Ton/T and for a typical Vce(sat) of 1.0 V and
an “on” duty cycle of 0.4 is only 1 × 10.3 × 0.4 or 4.1 W.

Even though the 28.5 W of overlap dissipation per transistor can
be reduced with four load- and line-shaping “snubbers” (to be dis-
cussed in a later chapter), these snubbers reduce transistor losses only
by diverting them to the snubber resistors with no improvement in
efficiency. It will be shown that in the current-fed topology, only two
snubbers will be required, reducing transistor overlap dissipation to a
negligible value. The price paid for this is the dissipation in each of the
two snubber resistors of somewhat more than that in the voltage-fed
full bridge.

5.6.2.4 Flux-Imbalance Problem in Voltage-Fed,
Pulse-Width-Modulated Full-Wave Bridge

Flux imbalance, or operation not centered about the origin of the trans-
former’s BH loop, was discussed in Section 2.2.5 in connection with
the push-pull and in Section 3.2.4 for the half bridge. It arises because
of unequal volt-second products applied to the transformer primary
on alternate half cycles. As the core drifts farther and farther off cen-
ter on the BH loop, it can move into saturation where it is unable to
sustain the supply voltage and destroy the transistor.

Flux imbalance can also arise in the conventional full-wave bridge
because of a volt-second imbalance on alternate half cycles. This can
come about with bipolar transistors because of unequal storage times
on alternate half cycles or with MOSEFT transistors because of un-
equal MOSEFT “on”-voltage drops. The solution for the full-wave
bridge is to place a DC blocking capacitor in series with the primary.
This prevents a DC current bias in the primary and forces operation to
be centered about the BH loop origin. The size of such a DC blocking
capacitor is calculated as in Section 3.2.4 for the half bridge.

The current-fed circuits, discussed below, do not require DC block-
ing capacitors, providing another advantage over voltage-fed circuits.
This is still an advantage despite the relatively small size and cost of
such blocking capacitors.

5.6.3 Buck Voltage-Fed Full-Wave Bridge
Topology—Basic Operation

This topology is shown in Figure 5.9. It avoids many of the deficiencies
of the voltage-fed pulse-width-modulated full-wave bridge in high-
voltage, high-power, multi-output supplies.

Consider first how it works. There is a buck regulator preceding a
square-wave inverter, which has only capacitors after the secondary
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FIGURE 5.9 Buck voltage-fed full bridge. The buck regulator preceding the
full bridge eliminates the output inductors in a multi-output supply, but the
low-source impedance of the buck capacitor and the low-output impedance
of the buck regulator still leave many drawbacks to this approach. Q5 is
pulse-width-modulated, but Q1 to Q4 are operated at a fixed “on” time at
about 90% of a half period to avoid simultaneous conduction. The output
filters C2, C3 are peak rather than averaging rectifiers. Practical output
powers of about 2 kW to 5 kW are realizable.

rectifying diodes. Thus the DC output voltage at the filter capacitor is
the peak of the secondary voltage less the negligible rectifying diode
drop. Neglecting also the inverter transistor “on” drop, the DC output
voltage is Vo = V2(Ns/Np), where V2 is the output of the buck regula-
tor. The inverter transistors are not pulse-width-modulated. They are
operated at a fixed “on” time—roughly 90% of a half period to avoid
simultaneous conduction in the two transistors positioned vertically
one above another. Diagonally opposite transistors are switched “on”
and “off” simultaneously.

Feedback is taken from one of the secondary outputs (usually the
output with highest current or tightest output voltage tolerance) and
used to pulse-width-modulate the buck transistor Q5. This bucks
down the rectified, unregulated DC voltage V1 to a DC value V2,
which is usually selected to be about 25% lower than the lowest
rectified voltage V1 corresponding to the lowest specified AC in-
put voltage. The turns ratio Ns/Np is then chosen so that for this
value of V2, the correct master output voltage Vom = V2(Ns/Np) is
obtained.
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The feedback loop, in keeping Vom constant against line and load
changes, then keeps V2 constant (neglecting relatively constant recti-
fier diode drops) at V2 = Vo (Np/Ns). Additional secondaries, rectifier
diodes, and peak-rectifying filter capacitors can be added for slave
outputs.

Alternatively, feedback can be taken from C1 to keep V2 constant.
From V2 to the outputs, the circuit is open-loop. But all output voltages
are still quite insensitive to line and load changes because they change
only slightly with forward drops in diode rectifiers and “on” drops of
the transistors, which change only slightly with output currents. Thus
the output voltages are all largely proportional to V2.

Taking feedback from V2 results in somewhat less constant out-
put voltage, but avoids the problem of transmitting a pulse-width-
modulated control voltage pulse across the boundary from output to
input common. If an error amplifier is located on output common with
a pulse-width modulator on input common, it avoids the problem of
transmitting the amplified DC error voltage across the output-input
boundary. Such a scheme usually involves the use of an optocoupler,
which has wide tolerances in gain and is not too reliable a device.

5.6.4 Buck Voltage-Fed Full-Wave Bridge
Advantages

5.6.4.1 Elimination of Output Inductors
The first obvious advantage of the topology for a multi-output supply
is that it replaces many output inductors with a single input inductor
with consequent savings in cost and space.

Since there are no output inductors in either the master or slaves,
there is no problem with large output voltage changes that result from
operating the inductors in discontinuous mode (Sections 1.3.6 and
2.2.4). Slave output voltages track the master over a large range of
output currents, within about ±2%, rather than the ±6 to ±8% with
output inductors in continuous mode, or substantially more in dis-
continuous mode.

After Pressman Providing the outputs share a common return, this prob-
lem can also be solved in the multiple output inductor case by using the
coupled inductor approach. Here a single inductor has a winding for each
output wound on a single core. The transformer type coupling between the
windings also eliminates many of the problems shown above.1 ∼K.B.

The input inductor is designed to operate in continuous mode at
any current above the minimum. Since it is unlikely that all outputs
are at minimum current simultaneously, this indicates a higher total
minimum current and a smaller input inductor (Section 1.3.6).
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Further, even if the input inductor goes discontinuous, the master
output voltage will remain substantially constant, but with somewhat
more output ripple and somewhat poorer load regulation. The feed-
back loop will keep the main output voltage constant even in dis-
continuous mode through large decreases in “on” time of the buck
transistor (Figure 1.6a ).

Further, since the slave outputs are clamped to the main output
in the ratio of their respective turns ratios, slaves will also remain
constant against large line and load changes.

Elimination of output inductors, with the many turns required to
sustain high AC voltages for high voltage DC outputs, makes 2000-
to 3000-V outputs easily feasible. Higher output voltages—15,000 to
30,000 V—at relatively low-output currents as for cathode-ray tubes,
or high-voltage high-current outputs as for traveling-wave tubes, are
easily obtained by conventional diode-capacitor voltage multipliers
after the secondaries.8

5.6.4.2 Elimination of Bridge Transistor Turn “On” Transients
With respect to the full-wave pulse-width-modulated bridge of
Figure 5.8, Section 5.6.2.2 discussed turn “on” transient current
stresses in the bridge transistors (Q1 to Q4), and excessive voltage
stress in the rectifying diodes (D5, D6).

It was pointed out in Section 5.6.2.2 that these stresses arose because
the rectifier diodes were also acting as free-wheeling diodes. At the
instant of turn “on” of one diagonally opposite pair (say Q1, Q2),
D6 was still conducting as a free-wheeling diode. Until the forward
current in D6 was canceled, the impedance seen by Q1, Q2 was the
leakage inductance of T1 in series with the low forward impedance
of D6 reflected into the primary.

Subsequently, when Q1, Q2 forced a current into the primary suffi-
cient to cancel the D6 forward current, there was still a low impedance
reflected into the primary because of reverse recovery time in D6. This
caused a large primary current overshoot that overstressed Q1, Q2.
At the end of the recovery time, when the large secondary current
overshoot terminated, it caused an oscillation and excessive voltage
stress on D6.

This current overstress on the bridge transistors and voltage over-
stress on the output rectifiers does not occur with the buck voltage-fed
topology of Figure 5.9. The inverter transistors are operated with a
dead time (∼ 0.1T/2) between the turn “off” of one pair of transistors
and the turn “on” of the other pair.

During this dead time when none of the bridge transistors are “on,”
no current flows in the output rectifiers and output load current is
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supplied from the filter capacitors alone. Thus at the start of the next
half period, the “on”-turning rectifier diode is not loaded down with
a conducting free-wheeling diode as in Figure 5.8. The opposite diode
has long since ceased conducting; thus there is no current overstress in
the bridge transistors, no recovery time problem in the rectifier diodes,
and hence no overvoltage stress in them.

5.6.4.3 Decrease of Bridge Transistor Turn “Off” Dissipation
In Section 5.6.2.3, it was calculated that for a 2000-W supply operating
from a nominal input of 120-V AC in the input voltage-doubling mode,
the bridge dissipation is 28.5 W at maximum AC input for each of
the four transistors in the voltage-fed, pulse-width-modulated bridge
circuit of Figure 5.8.

In the buck voltage-fed, full-wave bridge (Figure 5.9), this dissi-
pation is somewhat less. This is so because, even at maximum AC
input, the “off”-turning bridge transistors are subjected to bucked-
down voltage V2 (Figure 5.9) of about 0.75 times the minimum recti-
fied voltage as discussed in Section 5.6.3. For the minimum rectified
DC of 302 V (Section 5.6.2.3), this is 0.75 × 302 or 227 V. This com-
pares favorably to the 370 V DC at maximum AC input as calculated
in Section 5.6.2.3.

The peak current from the bucked-down 227 V will not differ
much from the 10.3 A calculated in Section 5.6.2.3. Thus assume a
total efficiency of 80%, as for the circuit of Figure 5.8. Assume that
half the losses are in the bridge and half in the buck regulator of
Figure 5.9. Then for a bridge efficiency of 90%, its input power is
2000/0.9 or 2222 W. With a preregulated input, the bridge transis-
tors can operate at 90% duty cycle without concern about simul-
taneous conduction. Input power is then 0.9IpVdc = 2222 W. For
Vdc of 227 V as above, this yields Ip of 10.8 A. Calculating bridge
transistor dissipation as in Section 5.6.2.3 for a current fall time t f
of 0.3 μs out of a period T of 20 μs, dissipation per transistor is
(Ip/2)(Vdc)(t f /T) = (10.8/2)227 × 0.3/20 = 18.4 W. This is 74 W for
the entire bridge as compared to 114 W for the circuit of Figure 5.8 as
calculated in Section 5.6.2.3.

5.6.4.4 Flux-Imbalance Problem in Bridge Transformer
This problem is still the same as in the topology of Figure 5.8. A
volt-second unbalance can occur because of unequal storage times
for bipolar bridge transistors or because of unequal “on” voltages
for MOSFET transistors. The solution for both the Figure 5.8 and
Figure 5.9 topologies is to insert a DC blocking capacitor in series
with the transformer primary.
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5.6.5 Drawbacks in Buck Voltage-Fed
Full-Wave Bridge9,10

Despite the advantages over the pulse-width-modulated full-wave
inverter bridge, the buck voltage-fed full-wave bridge has a number
of significant drawbacks.

First, there are the added cost, volume, and power dissipation of the
buck transistor Q5 (Figure 5.9) and the cost and volume of the buck LC
filter (L1, C1). The added cost and volume of these elements is partly
compensated by the saving of an inductor at each output. The added
dissipations of the buck regulator Q5 and the free-wheeling diode D5
are most often a small percentage of the total losses for a ≥ 2000-W
power supply.

Second, there are turn “on” and turn “off” transient losses in the
buck transistor, which can be greater than its DC conduction losses.
These can be reduced in the transistor by diverting them to passive
elements in snubbers. But the losses, cost, and required space of the
snubbers is still a drawback. Turn “on”–turn “off” snubbers will be
discussed in the later section on the buck current-fed full-wave bridge.

The turn “off” transient losses in the bridge transistors, although
less than for the pulse-width-modulated bridge of Figure 5.8, still
remain significant. (See the discussion in Section 5.6.4.3.)

Finally, under conditions of unusually long storage time at high
temperature and low load or low line, at the turn “on” of one tran-
sistor pair, the opposite pair may still be “on.” With the low-source
impedance of the buck filter capacitor and the momentary short cir-
cuit across the supply bus, this will cause immediate failure of at least
one, and possibly all, of the bridge transistors.

5.6.6 Buck Current-Fed Full-Wave Bridge
Topology—Basic Operation9,10

This topology is shown in Figure 5.10.6 It has no output inductors and
is exactly like the buck voltage-fed full-wave bridge of Figure 5.9 with
the exception that there is no buck filter capacitor C1. Instead, there
is a virtual capacitor C1V, which is the sum of all the secondary filter
capacitors reflected by the squares of their respective turns ratios into
the T1 primary. The filtering by this virtual capacitor C1V is exactly
the same as that of a real capacitor of equal magnitude.

Thus, by replacing all the output inductors of the pulse-width-
modulated full-wave bridge of Figure 5.8 with a single primary side
inductor as in Figure 5.9, all the advantages described in Section 5.6.2.1
for the Figure 5.9 circuit are also obtained for the circuit of Figure 5.10.

Bridge transistors Q1 to Q4 are not pulse-width-modulated, as they
were in Figure 5.8. In this topology, diagonally opposite transistors are
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FIGURE 5.10 Buck current-fed full-wave bridge. The buck filter capacitor
C1 is omitted. There is a virtual capacitor C1V there—it is the sum of all the
output capacitors of the master and slaves reflected into the primary.
Diagonally opposite transistors are turned “on” simultaneously. By causing
the “off”-turning and “on”-turning pair to overlap in the “on” state for a
short time (∼ 1 μs), significant advantages are obtained. During the overlap
of the “off”- and “on”-turning pairs, the high impedance looking into L1
(with C1 missing) forces all input and output nodes of the bridge to collapse
to zero volts. It is the high impedance looking back into L1 that gives the
source driving the bridge the characteristic of a constant current generator.
Z1, D8 constitute an upper clamp to limit V2 when the previously “on”
transistors turn “off.”

simultaneously “on” during alternate half cycles without the normal
“off dead time” between the turn “off” of one pair and the turn “on”
of the next pair, as was required for the voltage-fed circuit of Figure
5.9. Each pair in Figure 5.10 is kept “on” deliberately for slightly more
than a half period, either by depending on the storage times of slow
bipolar transistors or by delaying the turn “off” time by ∼1 μs or
so when using faster bipolar or MOSFET devices. Output voltage
regulation is achieved by pulse-width-modulating the “on” time of
the buck transistor Q5 as was done for the buck voltage-fed circuit of
Figure 5.9.

Significant advantages accrue from the physical removal of buck
filter capacitor C1 of Figure 5.9 and the deliberate overlapping “on”
times of alternate transistor pairs. These advantages are described as
follows.
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5.6.6.1 Alleviation of Turn “On”–Turn “Off” Transient Problems
in Buck Current-Fed Bridge9,10

For the pulse-width-modulated full-wave bridge of Figure 5.8, Sec-
tion 5.6.2.2 described excessive current, power dissipation stresses
in the bridge transistors, and voltage stresses in the output rectifier
diodes at the instant of turn “on.” Such stresses do not occur in the
current-fed circuit of Figure 5.10 because of the overlapping “on”
times of alternate transistor pairs and the high impedance seen
looking back into L1 with no filter capacitor physically present at
that node.

This can be seen from Figures 5.11 and 5.12. Consider in these figures
that Q3, Q4 had been “on” and Q1, Q2 commence turning “on” at T1.
Transistors Q3, Q4 remain “on” until T2 (Figure 5.12), resulting in an
overlap time of T2−T1. At T1, as Q1, Q2 come “on,” a dead short circuit
appears at the output of L1, and since the impedance looking into L1 is
high, the voltage V2 collapses to zero (Figure 5.12c). L1 is a large induc-
tor and current in it must remain constant at its initial value IL . Thus as
current in Q1, Q2 rises from zero toward IL (Figure 5.12 f and 5.12g),
current in Q3, Q4 falls from IL toward zero (Figure 5.12d and 5.12e).

Note, the rising current in Q1, Q2 occurs with zero voltage at V2,
so there is also zero voltage between nodes A and B in Figure 5.11.
Hence, there is no voltage across Q1, Q2 as their current rises, and
there is no dissipation in them. At some later time T3, currents in Q1,
Q2 have risen to IL /2 and currents in Q3, Q4 have fallen from IL to
IL /2, thus summing to the constant current IL from inductor L1.

FIGURE 5.11 During the overlap, when all four transistors are “on,” the
voltage V2 and that across nodes A, B collapse to zero. Energy stored in
leakage inductance Ll is fed to the load via the transformer instead of being
dissipated in a snubber resistor or being returned to the input bus as in
conventional circuits. Hence, there is no turn “on” transient dissipation in
the bridge transistors or overvoltage stress in output rectifiers.
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FIGURE 5.12 Current waveforms in bridge transistors and voltages at
bridge input during the overlapping “on” times of all four bridge transistors
in buck current-fed topology.

Assume, as a worst-case scenario, that Q3 is slower than Q4, and
Q4 turns “off” first. Note that at T2, when Q3 and Q4 are commanded
“off,” the voltage V2 is zero, so Q4 turns “off” with zero voltage across
it and little turn “off” dissipation. As IQ4 falls from IL /2 toward zero
(T2 to T4), IQ2 rises from IL /2 toward IL to maintain the constant IL
demanded by L1. As IQ2 rises from IL /2 toward IL , IQ3 rises from
Il/2 to IL to supply IQ2. Again, since L1 demands a constant current
IL , as IQ3 rises toward IL , IQ1 falls from IL /2 to zero at T4.

During the time T1 to T4, while V2 is zero volts, the voltage across
the transformer primary (A to B in Figure 5.11) will also fall. Current
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FIGURE 5.13 The buck current-fed bridge. In this circuit only two turn “off”
snubbers (R1, C1, D1 and R2, C2, D2) are required. An upper voltage clamp
(Z1, Dc) is required to limit V2 when the last of the “off”-turning transistors
turns “off.”

had been stored in the transformer leakage inductance L L while Q3,
Q4 were “on.” As voltage A to B collapses, the voltage across the
primary leakage inductance reverses to keep the current constant.
Thus the leakage inductance acts like a generator and delivers this
stored energy through the transformer to the secondary load instead
of returning it to the input supply bus or to dissipative snubbers as in
conventional circuits.

At a later time T5, the slower transistor Q3 starts turning “off.” As
current in it falls from IL to zero (Figure 5.12d), current IQ1 tries to
rise from zero to IL to maintain the constant current IL demanded
by L1. But IQ1 rise time is limited by the transformer leakage induc-
tance (Figure 5.12 f ). Since IQ3 fall time is generally greater than IQ1
rise time, voltage V2 will overshoot its quiescent value and must be
clamped to avoid overstressing Q3, as its emitter is now clamped to
ground by the conducting Q2. The clamping is done by a zener diode
Z1, as shown in Figures 5.10 and 5.13.

Voltage overshoot of V2 during the slower transistor (Q3) turn “off”
time results in somewhat more dissipation in it than in the circuit
of the conventional pulse-width-modulated bridge (Figure 5.8). This
dissipation is (V1 + Vz)( IL/2)(T6 − T5)/T for Figure 5.10, but only
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V1( IL/2)(T6 − T5)/T for Figure 5.8. In Figure 5.8, there are four tran-
sistors that have relatively high turn “off” dissipation. In Figures 5.10
and 5.13, only the two transistors with slow turn “off” time have high
dissipation. As discussed above, the faster transistor suffers no dissi-
pation at turn “off” as it turns “off” at zero voltage; and at turn “on,”
all transistors have negligible dissipation, because the transformer
leakage inductance is in series with them, so they turn “on” at zero
voltage.

The increased dissipation of the two transistors at turn “off” can
be diverted from the transistors to resistors by adding the snubbing
networks R1, C1, D1 and R2, C2, D2 of Figure 5.13. Design of such
turn “off” snubbing circuits will be discussed in the later chapter on
snubbers.

5.6.6.2 Absence of Simultaneous Conduction Problem
in the Buck Current-Fed Bridge

In the buck voltage-fed bridge of Figure 5.9, care must be taken to
avoid simultaneous conduction in transistors positioned vertically
above one another (Q1, Q4 or Q3, Q2). Such simultaneous conduction
comprises a short circuit across C1. Since C1 has a low impedance, it
can supply large currents without its output (V2) dropping very much.
Thus the bridge transistors could be subjected to simultaneous high
voltage and high current, and one or more would immediately fail.

Even if a dead time between the turn “off” of one transistor pair and
the turn “on” of the other is designed in to avoid simultaneous con-
duction, it still may occur under various odd circumstances, such as
high temperature and/or high load conditions when transistor stor-
age time may be much lower than data sheets indicate or low input
voltage (in the absence of maximum “on” time clamp or undervoltage
lockout) as the feedback loop increases “on” time to maintain constant
output voltage.

But in the buck current-fed bridge, simultaneous conduction is
actually essential to its operation and the inductor limits the current,
hence it provides the advantages discussed above. Further, in the buck
current-fed bridge, since the “on” time is slightly more than a half
period for each transistor pair, the peak current is less than in the
buck voltage-fed bridge, whose maximum “on” time is usually set at
90% of a half period to avoid simultaneous conduction.

5.6.6.3 Turn “On” Problems in Buck Transistor
of Buck Current- or Buck Voltage-Fed Bridge10

The buck transistor in either the voltage- or current-fed bridge suffers
from a large spike of power dissipation at the instant both of turn “on”
and turn “off,” as can be seen in Figure 5.14.
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FIGURE 5.14 (a ) The buck transistor in the buck current- or voltage-fed
topology has a very unfavorable voltage-current locus at the instant of turn
“on.” It operates throughout its current rise time at the full input voltage V1
until the forward current in free-wheeling diode D5 has been canceled. This
generates a large spike of dissipation at turn “on.” (b) Ic vs. Vce locus during
turn “on” of buck transistor Q5. Voltage Vce remains constant at V1 until the
current in Q5 has risen to Il (A to B) and canceled the forward current Il in
free-wheeling diode D5. Then, if capacitance at the Q5 emitter is low and D5
has a fast recovery time, it moves very rapidly to its “on” voltage of about
1 V (B to C).

After Pressman Because L1 forces a constant current to flow in Q5 as
it turns “off,” Q5 is subject to both an increasing voltage and a constant
current until the emitter voltage drops below zero, when D5 conducts and
the L1 current commutates from Q5 to D5. The peak power occurs at half
voltage, when Pp = V1/2 × IL . Faster switching devices will reduce the
average power loss, but cannot reduce the peak power unless an alternative
path is provided for the L1 current during the turn “off” edge of Q5. ∼K.B.

Consider first the instantaneous voltage and current of Q5 during
the turn “on” interval. The locus of rising current and falling voltage
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during that interval is shown in Figure 5.14b. Just prior to Q5 turning
“on,” free-wheeling diode D5 is conducting and supplying inductor
current IL . As Q5 commences turning “on,” its collector is at V1, its
emitter is at one diode (D5) drop below common. The emitter does
not move up from common until the current in Q5 has risen from zero
to IL and canceled the D5 forward current.

Thus, during the current rise time to tr , the Ic − Vce locus is from
points A to B. During tr , the average current supplied by Q5 is IL /2
and the voltage across it is V1. Once current in Q5 has risen to IL ,
assuming negligible capacitance at the Q5 emitter node and fast re-
covery time in D5, the voltage across Q5 rapidly drops to zero along
the path B to C . If there is one turn “on” of duration tr in a period T ,
the dissipation in Q5, averaged over T , is

PDturnon = V1
IL tr
2T

(5.10)

It is of interest to calculate this dissipation for a 2000-W buck current-
fed bridge operating from the rectified 220-V AC line. Nominal recti-
fied DC voltage (V1) is about 300 V, minimum is 270 V, and maximum
is 330 V. Assume that the bucked-down DC voltage V2 is 25% below
the minimum V1 or about 200 V.

Further, assume the bridge inverter operates at 80% efficiency, giv-
ing an input power of 2500 W. This power comes from a V1 of 200 V,
and hence the average current in L1 is 12.5 A. Assume that L1 is large
enough so that the ripple current in IL can be neglected.

Then, for an assumed 0.3-μs current rise time (easily achieved with
modern bipolar transistors) and a Q5 switching frequency of 50 kHz,
turn “on” dissipation at maximum AC input voltage is (from Eq. 5.10)

PD = 330
(

12.5
2

)(
0.3
20

)
= 31 W

Note in this calculation that the effect of poor recovery time in D5 has
been neglected. This has been discussed in Section 5.6.2.2 in connection
with the poor recovery time of output rectifiers of the bridge inverter.
This problem can be far more serious for the free-wheeling diode of
the buck regulator, for D5 must have a much higher voltage rating—at
least 400 V for the maximum V1 of 330 V—and high-voltage diodes
have poorer recovery times than lower-voltage ones. Thus the Q5
current can considerably overshoot the peak of 12.5 A that D5 had
been carrying. Further, the oscillatory ring after the recovery time,
discussed in Section 5.6.2.2, can cause a serious voltage overstress in
free-wheeling diode D5.

Turn “on” dissipation in Q5 and voltage overstress of D5 can be
eliminated with the turn “on” snubber of Figure 5.15.
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FIGURE 5.15 (a ) Turn “on” snubber—L2, Dc , Rc—eliminates turn “on”
dissipation in Q5, but at the price of an equal dissipation in Rc . When Q5
commences turning “on,” L2 drives the Q5 emitter voltage up to within 1 V
of its collector. As Q5 current rises toward Il , the current in L2, which has
been stored in it by L1 during the Q5 “off” time, decreases to zero. Thus the
voltage across Q5 during its turn “on” time is about 1 V rather than V1.
During the next Q5 “off” time, L2 must be charged to a current Il without
permitting too large a drop across it. Resistor Rc limits the voltage across L2
during its charging time. (b)Q5’s locus of falling voltage (A to B) and rising
current (B to C) during turn “on,” with the snubber of Figure 5.15a .

5.6.6.4 Buck Transistor Turn “On” Snubber—Basic Operation
The turn “on” snubber of Figure 5.15a does not reduce circuit dissipa-
tion. Power is diverted from the vulnerable semiconductor Q5, where
it is a potential failure hazard, to the passive resistor Rs , which can far
more easily survive the heat. It works as follows. An inductor L2 is
added in series with the free-wheeling diode D5. While Q5 is “off,”
the inductor load current IL flows out of the bottom of the bridge
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transistors, up through the bottom end of L2, through free-wheeling
diode D5, and back into the front end of L1. This causes the top end
of L2 to be slightly more negative than its bottom end.

As Q5 commences turning “on,” it starts delivering current into the
cathode of D5 to cancel its forward current. This current flows down
into L2, opposing the load current it is carrying. Since the current in
an inductor (L2) cannot change instantaneously, the voltage polarity
across it reverses instantaneously to maintain constant current.

The voltage at the top end of L2 rises, pushing the free-wheeling
diode cathode up with it until it meets the “on”-turning Q5 emitter
voltage. The Q5 emitter is forced up to within Vce(sat) of its collector,
and now Q5 continues increasing its current, but at a Vce voltage of
about 1 V rather than the V1 voltage of 370 V it had to sustain in the
absence of L2.

When the Q5 current has risen to IL (in a time tr ), the forward
current in D5 has been canceled and Q5 continues to supply the load
current IL demanded by L1. Since the voltage across Q5 during the
rise time tr is only 1 V, its dissipation is negligible. Further, because
of the high impedance of L2 in series with the D5 anode, there is
negligible recovery time current in D5. The current-voltage locus of
Q5 during the turn “on” time is shown in Figure 5.15b.

5.6.6.5 Selection of Buck Turn “On” Snubber Components
For the preceding sequence of events to proceed as described, the
current in L2 must be equal to the load current IL at the start of Q5
turn “on” and must have decayed back down to zero in the time tr that
current from Q5 has risen to IL . Since the voltage across L2 during tr
is clamped to V1, the magnitude of L2 is calculated from

L2 = V1tr
IL

(5.11)

For the above example, V1 was a maximum of 330 V, tr was 0.3 μs, and
IL was 12.5 A. From Eq. 5.11, this yields L2 = 330×0.3/12.5 = 7.9 μH.

The purpose of Rc , Dc in Figure 5.15a is to ensure that at the start of
Q5 turn “on,” current in L2 truly is equal to IL and that it has reached
that value without overstressing Q5.

Consider, for the moment, that Rc , Dc were not present. As Q5
turned “off,” since current in L1 cannot change instantaneously, the
input end of L1 goes immediately negative to keep current constant.
If L2 were not present, D5 would clamp the front end of L1 (and hence
the Q5 emitter) at common, and permit a voltage of only V1 across Q5.
But with L2 present, the impedance looking out of the D5 anode is the
high instantaneous impedance of L2. As Q5 turned “off,” IL would
be drawn through L2, pulling its top end far negative. This would put
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a large negative voltage at the Q5 emitter, and with its collector at V1
(370 V in this case), it would immediately fail.

Thus Rc and Dc are shunted around L2 to provide a path for IL at
the instant Q5 turns “off,” and Rc is selected low enough so that the
voltage drop across it at a current IL plus V1 is a voltage stress that Q5
can safely take. Thus

VQ5(max) = V1 + Rc IL (5.12)

In the preceding example, V1(max) was 330 V. Assume that Q5 had a
Vceo rating of 450 V. With a t1- to t5-V reverse bias at its base at the
instant of turn “off,” it could safely sustain the Vcev rating of 650 V.
Then to provide a margin of safety, select Rc so that VQ5(max) is only
450 V. Then from Eq. 5.12, 450 = 330 + Rc × 12.5 or Rc = 9.6�.

5.6.6.6 Dissipation in Buck Transistor Snubber Resistor
Examination of Figure 5.15a shows that essentially the constant cur-
rent IL is charging the parallel combination of Rc and L2. The Thevenin
equivalent of this is a voltage source of magnitude IL Rc charging a
series combination of Rc and L2. It is well known that in charging a
series inductor L to a current Ip or energy 1/2L( Ip)2, an equal amount
of energy is delivered to the charging resistor. If L is charged to Ip
once per period T , the dissipation in the resistor is 1/2L( Ip)2/T .

In the preceding example where T = 2 μs, L = 7.9 μH, and Ip =
12.5 A

PDsnubber resistor = (1/2)(7.9)(12.5)2

20
= 31 W

Thus, as mentioned above, this snubber has not reduced circuit dissi-
pation; it has only diverted it from the transistor Q5 to the snubbing
resistor.

5.6.6.7 Snubbing Inductor Charging Time
The snubbing inductor must be fully charged to IL during the “off”
time of the buck transistor. The charging time constant is L/R, which
in the above example is 7.9/6.4 = 1.23 μs. The inductor is 95% fully
charged in three time constants or 3.7 μs.

In the preceding example, switching period T was 20 μs. To buck
down the input of 330 V to the preregulated 200 V, “on” time is Ton =
20(200/330) = 12 μs. This leaves a Q5 “off” time of 8 μs, which is
sufficient, as the snubbing inductor is 95% fully charged in 3.7 μs.
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5.6.6.8 Lossless Turn “On” Snubber for Buck Transistor10,21,22

Losses in the snubbing resistor of Figure 5.15a can be avoided with
the circuit of Figure 5.16. Here, a small transformer T2 is added. Its
primary turns Np and gap are selected so that at a current IL , its
inductance is the same as L2 of Figure 5.15a . The polarities at the
primary and secondary are as shown by the dots.

When Q5 turns “off,” the front end of L1 goes negative to keep IL
constant. IL flows through D5 and Np , producing a negative voltage
Vn at the dot end of Np and voltage stress across Q5 of V1 +Vn. Voltage
Vn is chosen so that V1 + Vn is a voltage that Q5 can safely sustain. To
maintain the voltage across Np at Vn when Q5 has turned “off,” the
turns ratio Ns/Np is selected equal to V1/Vn. When Q5 turns “off,” as
the dot end of Np goes down to Vn, the no-dot end of Ns goes positive
and is clamped to V1, holding the voltage across Np to Vn.

Prior to Q5 turn “on,” L1 current flows through Np , D5. As Q5
commences turning “on,” its emitter looks into the high impedance
of Np and immediately rises to within one volt of its collector. Thus,
current in Q5 rises with only one volt across it, and its dissipation is
negligible. All the energy stored in Np when Q5 was “off,” is returned
via L1 to the load with no dissipation. Q5 turn “off” dissipation can
be minimized with a turn “off” snubber (Chapter 11).

FIGURE 5.16 Non-dissipative turn “on” snubber. When Q5 turns “off,” L1
stores a current Il in Np of T1. The negative voltage at the dot end of
Np during this charging time is fixed by the turns ratio Ns/Np . If the top
end of Np is to be permitted to go to only Vn negative when Q5 turns “off,”
the voltage stress on Q5 is V1 + Vn. When the dot end of Np has gone
negative to Vn, the no-dot end of Ns has been driven up to V1, Dc clamps
to V1, clamping the voltage across Np to the preselected Vn. Thus Ns/Np

is chosen as V1/Vn. The charging of Np is not limited by a resistor as in
Figure 5.14, so there is no snubber dissipation.
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5.6.6.9 Design Decisions In Buck Current-Fed Bridge
The first decision to be made on the buck current-fed bridge is when
to use it. It is primarily a high-output-power, high-output-voltage
topology.

In terms of cost, efficiency, and required space, it is a good choice
for output powers in the range of 1 to 10 or possibly 20 kW. For high-
output voltages—above about 200 V—and above about 5 A output
current—the absence of output inductors makes it a good choice. For
output powers above 1 kW, the added dissipation, volume, and cost of
the buck transistor is not a significant increase above what is required
in a competing topology such as a pulse-width-modulated full-wave
bridge.

It is an especially good choice for a multi-output supply consisting
of one or more high-output voltages (5000 to 30,000 V). In such appli-
cations, the absence of output inductors permits the use of capacitor-
diode voltage multiplier chains.8,13 Also, the absence of output
inductors in the associated lower-output voltages partly compensates
for the cost and volume of the buck transistor and its output inductor.

The next design decision is the selection of the bucked-down voltage
(V2 of Figure 5.10). This is chosen at about 25% below the lowest ripple
trough of V1 (Figure 5.10) at the lowest specified AC input. Inductor
L1 is chosen for continuous operation at the calculated minimum
inductor current IL corresponding to the minimum total output power
at the preselected value of V2. It is chosen as in Section 1.3.6 for a
conventional buck regulator.

The output capacitors are not chosen to provide storage or reduce
ripple directly at the output, because the overlapping conduction of
bridge transistors minimizes this requirement. Rather they are chosen
so that when reflected into the primary, the equivalent series resis-
tance Resr of all reflected capacitors is sufficiently low as to minimize
ripple at V2. Recall from Section 1.3.7, in calculating the magnitude of
the output capacitor, it was pointed out that output ripple in a buck
regulator Vbr is given by

Vbr = �I Resr

in which �I is the peak-to-peak ripple current in the buck inductor
and is usually set at twice the minimum DC current in it so that the
inductor is on the threshold of discontinuous operation at its mini-
mum DC current. Minimum DC current in this case is the current at
minimum specified output power at the preselected value of V2. Thus
with Resr selected so as to yield the desired ripple at V2, ripple at each
secondary is

Vsr = Vbr
Ns

Np
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There is an interesting contrast in comparing a current- to a voltage-
fed bridge at the same bucked-down voltage (V2 of Figures 5.9
and 5.10).

For the voltage-fed bridge, a maximum “on” time of 80% of a half
period must be established to ensure that there is no simultaneous
conduction in the two transistors positioned vertically one above an-
other. With the low impedance looking back into the buck regulator of
the voltage-fed circuit, such simultaneous conduction would subject
the bridge transistors to high voltage and high current and destroy
one or more of them.

In the current-fed circuit, such slightly overlapping simultaneous
conduction is essential to its operation and “on” time of alternate
transistor pairs is slightly more than a full half period at any DC
input voltage. In addition, since the “on” time of a voltage-fed bridge
(Figure 5.9) is only 80% of a half period, its peak current must be 20%
greater than that of the current-fed bridge at the same output power.

It should also be noted that the number of primary turns as calcu-
lated from Faraday’s law (Eq. 2.7) must be 20% greater in the current-
fed bridge, since the “on” time is 20% greater for a flux change equal
to that in a voltage-fed bridge at the same V2.

5.6.6.10 Operating Frequencies—Buck and Bridge Transistors
The buck transistor is usually synchronized to and operates at twice
the square-wave switching frequency of the bridge transistors. Recall
that it alone is pulse-width-modulated, and that the bridge devices
are operated at a 50-percent duty cycle with a slightly overlapping
“on” time.

Frequently, however, the scheme of Figure 5.17a with two buck tran-
sistors (Q5A and Q5B) is used to reduce dissipation. They are syn-
chronized to the bridge transistor frequency and are turned “on” and
pulse-width-modulated on alternate half cycles of the bridge square-
wave frequency. Thus the DC and switching losses are shared between
two transistors with a resulting increase in reliability.

5.6.6.11 Buck Current-Fed Push-Pull Topology
The buck current-fed circuit can also be used to drive a push-pull
circuit as in Figure 5.18 with the consequent saving of two transistors
over the buck current-fed bridge. Most of the advantages of the buck
current-fed bridge are realized and the only disadvantage is that the
push-pull circuit power transistors have greater voltage stress. This
voltage stress is twice V2, rather than V2 as in the bridge circuit. But V2
is the pre-regulated and bucked-down input voltage—usually only
75% of the minimum V1 input. This is usually about the same as the
maximum DC input of a competing topology—like the pulse-width-
modulated full-wave bridge (Figure 5.8).
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FIGURE 5.17 (a ) Buck transistor Q5 can be a single transistor operating at
twice the frequency of the bridge transistors and synchronized to them, or
more usually, it is two synchronized transistors that are both pulse-width-
modulated and are “on” during alternate half periods of the bridge
transistors. (b) To reduce dissipation in the buck transistor, it is usually
implemented as two transistors, each synchronized to the bridge transistors
and operated at the same square-wave frequency as the bridge devices.
Transistors Q5A, Q5B are pulse-width-modulated. Bridge transistors are not
and are operated with a small “on” overlap time.

However, the major advantages of the current-fed technique—no
output inductors and no possibility of flux imbalance—still exist.

The topology can be used to greatest advantage in supplies of 2 to
5 kW, especially if there are multiple outputs or at least one high-
voltage output.
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FIGURE 5.18 The current-fed topology can also be implemented as a buck
push-pull circuit. As in the buck current-fed bridge, the capacitor after the
buck inductor L1 is omitted, and Q1, Q2 are operated with a deliberately
overlapping “on” time. Only buck transistors Q5A, Q5B are pulse-width-
modulated. Output inductors are not used. All the advantages of the buck
current-fed bridge are retained. Although “off”-voltage stress is twice V2
(plus a leakage spike) instead of V2 as in the bridge, it is still significantly
less than twice V1 because V2 is bucked down to about 75% of the
minimum value of V1. This circuit is used at lower power levels than the
buck current-fed bridge and offers the savings of two transistors.

5.6.7 Flyback Current-Fed Push-Pull Topology
(Weinberg Circuit 23)

This topology1,23 is shown in Figure 5.19. Effectively it has a fly-
back transformer in series with a push-pull inverter. It has many of
the valuable attributes of the buck current-fed push-pull topology
(Figure 5.18), and since it requires no pulse-width-modulated input
transistor (Q5), it has lower dissipation, cost, and volume, and greater
reliability.

It might be puzzling at first glance to see how the output volt-
age is regulated against line and load changes, since there is no LC
voltage-averaging filter at the output. The diode-capacitor at the out-
put is a peak, rather than an averaging, circuit. The answer is that the
averaging or regulating is done at the push-pull center tap to keep
Vct relatively constant. The output voltage (or voltages) is (are) kept
constant by pulse-width-modulating the Q1, Q2 “on” time. Output
voltage is simply (Ns/Np)Vct and a feedback loop sensing Vo controls
the Q1, Q2 “on” times to keep Vct at the correct value to maintain
Vo constant. The relation between the Q1, Q2 “on” times and output
voltage is shown below.

The circuit retains the major advantage of the current-fed
technique—a single-input inductor but no output inductors, which
makes it a good choice for a multi-output supply with one or more
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FIGURE 5.19 (a ) Flyback current-fed push-pull topology (Weinberg
circuit23). This is essentially a flyback transformer in series with a
pulse-width-modulated push-pull inverter. It is used primarily as a
multi-output supply with one or more high-voltage outputs, as it requires no
output inductors and only the one input flyback transformer T2. The high
impedance seen looking back into the primary of T2 makes it a “current-fed”
topology, with all the advantages shown in Figure 5.18. Here, the T2
secondary is shown clamped to Vo . Transistors Q1, Q2 may be operated
either with a “dead time” between “on” times or with overlapping “on”
times. Its advantage over Figure 5.18 is that it requires no additional input
switching transistors. The usual output power level is 1 to 2 kW. (b) Shows
the same circuit as Figure 5.19a, but with the flyback secondary clamped to
Vin. This results in less input current ripple but more output voltage ripple.
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high-voltage outputs. Further, because of the high-source impedance
of the flyback transformer primary L1, the usual flux-imbalance prob-
lem of voltage-fed push-pulls does not result in transformer saturation
and consequent transistor failure. Its major usage is at the 1- to 2-kW
power level.

Two circuit configurations of the flyback current-fed push-pull
topology are shown in Figure 5.19a and 5.19b. Figure 5.19a shows
the flyback secondary returned to the output voltage through diode
D3; in Figure 5.19b, the diode is returned to the input voltage. When
the diode is returned to Vo , output ripple voltage is minimized; when
it is returned to Vin, input ripple current is minimized. Consider first
the configuration of Figure 5.19a, where the diode is returned to the
output.

The configuration of Figure 5.19a can operate in two significantly
different modes. In the first mode, Q1 and Q2 are never permitted to
have overlapping “on” times at any DC input voltage. In the second
mode, Q1 and Q2 may have overlapping “on” times throughout the
entire range of specified DC input voltage. The circuit can also be set
up to shift between the two modes under control of the feedback loop
as the input voltage varies.

It will be shown below that in the non-overlapping mode, power is
delivered to the secondaries at a center tap voltage Vct lower than the
DC input voltage (buck-like operation) and in the overlapping mode,
power is delivered to the secondaries at a center tap voltage Vct higher
than the DC input voltage (boost-like operation). Since Vct is relatively
low in the non-overlapping mode, Q1, Q2 currents are relatively high
for a given output power. But with the lower Vct voltage, “off”-voltage
stress in Q1, Q2 is relatively low. In the overlapping mode, since Vct is
higher than Vin, Q1, Q2 currents are lower for a given output power
but “off”-voltage stress in Q1, Q2 is higher than that for the non-
overlapping mode.

The circuit is usually designed not to remain in one mode through-
out the full range of input voltages. Rather, it is designed to operate in
the overlapping mode with an “on” duty cycle Ton/T greater than 0.5,
and in the non-overlapping mode with Ton/T less than 0.5 as the DC
input voltage shifts from its minimum to its maximum specified val-
ues. This permits proper operation throughout a larger range of DC
input voltages than if operation remained within one mode through-
out the entire range of DC input voltage.

5.6.7.1 Absence of Flux-Imbalance Problem
in Flyback Current-Fed Push-Pull Topology

Flux imbalance is not a serious problem in this topology because of
the high-impedance current-fed source that feeds the push-pull trans-
former center tap.
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The current-fed nature of the circuit arises from the flyback trans-
former, which is in series with the push-pull center tap. The high
impedance looking back from the push-pull center tap is the magne-
tizing inductance of the flyback primary.

In a conventional voltage-fed push-pull inverter, unequal volt-
second products across the two half primaries cause the flux-
imbalance problem (Section 2.2.5). The transformer core moves off
center of its hysteresis loop and toward saturation. Because of the low
impedance of a voltage source, current to the push-pull center tap is
unlimited and the voltage at that point (Vct) remains high. The core
then moves further into saturation, where its impedance eventually
vanishes and transistor currents increase drastically. With high current
and voltage, the transistors will fail.

With the high impedance looking back into the dot end of NLP
as shown in Figure 5.19, however, as the push-pull core moves into
saturation drawing more current, the high current causes a voltage
drop at Vct. This reduces the volt-second product on the half pri-
mary, which is moving toward saturation, and prevents complete core
saturation.

Thus the high source impedance of NLP does not fully prevent core
saturation. In the worst case, it keeps the core close to the knee of
the BH loop, which is sufficient to keep transistor currents from ris-
ing to disastrous levels. The major drawback of push-pull circuit flux
imbalance is thus not a problem with this inverter.

5.6.7.2 Decreased Push-Pull Transistor Current
in Flyback Current-Fed Topology

In a conventional pulse-width-modulated push-pull, driven at the
center tap from a low-impedance voltage source, it is essential to avoid
simultaneous conduction in the transistors by providing a dead time
of about 20% of a half period between turn “off” of one transistor and
turn “on” of the other. This results in higher peak transistor current for
the same output power, since output power is proportional to average
transistor current.

This dead time is essential in the voltage-fed push-pull, for if Q1, Q2
were simultaneously “on,” the half primaries could not sustain volt-
age. Then, the transistor collectors would rise to the supply voltage,
which would remain high, and with high voltage and high current,
the transistors would fail.

In the current-fed circuit, there is no problem if both transistors are
simultaneously “on” under transient or fault conditions, when the
DC input voltage is momentarily lower than specified or with storage
times greater than specified, because of the high impedance looking
back into the dot end of NLP. Should both transistors turn “on” briefly
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at the same time, Vct simply drops to zero and current drawn from the
input source is limited by the impedance of the input inductor.

Thus even in the “non-overlap” mode, no dead time need be pro-
vided between the turn “off” of one transistor and the turn “on” of
the other. If there is a momentary overlap because of storage time,
Vct simply collapses to zero and no harm results. Hence by eliminat-
ing the 20% dead time, the peak current required for a given output
power is decreased by 20% at the same value of Vct. Further, as dis-
cussed above, in the overlap mode, overlapping “on” time need not
be the small amount arising from transistor storage time but can be a
deliberately large fraction of a half period.

5.6.7.3 Non-Overlapping Mode in Flyback Current-Fed
Push-Pull Topology—Basic Operation

The circuit operation can be understood from examination of the sig-
nificant voltage and current waveforms shown in Figure 5.20.

Operation will be explained on the assumption that the “on” poten-
tials of transistors Q1, Q2 are negligibly small and can be neglected,
considering their actual “on” drop of about 1 V would complicate the
design equations and hamper understanding of important circuit be-
havior. Also, the forward drops Vd of diodes D1, D2, D3 are assumed
equal.

In Figure 5.19a , when either Q1 or Q2 is “on,” the voltage across
the corresponding half secondary is clamped to Vo + Vd . Then the
voltage at the push-pull center tap Vct is clamped to (Np/Ns)(Vo + Vd ),
as can be seen in Figure 5.20d. The ratio Np/Ns is chosen so that Vct
is 25% lower than the bottom of the input ripple trough at the lowest
specified value of Vin.

Thus when either transistor is “on,” the dot end of NLP is nega-
tive with respect to its no-dot end and current flows through to the
push-pull center tap, which is clamped to the voltage Vct. The wave-
shapes of the currents that flow are shown in Figure 5.20g and 5.20h.
These currents have the ramp-on-a-step waveshape characteristic of
any buck regulator operating in the continuous conduction mode as
discussed in Section 1.3.2.

When the “on” transistor turns “off,” the dot end of NLP goes pos-
itive to maintain the L p current constant. The dot end of NLS also
goes positive until D3 is forward-biased and clamps to Vo . The ratio
NLP/NLS is set equal to Np/Ns of the push-pull transformer (hereafter
these ratios will be designated as N). The reflected voltage on the fly-
back primary is N(Vo + Vd ). Thus, when either transistor turns “off,”
Vct rises to Vdc + N(Vo + Vd ) and stays there until the opposite tran-
sistor turns “on,” as shown in Figure 5.20d . The waveshape of Figure
5.20d permits calculation of the relation between the output voltage
and “on” time as follows.
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FIGURE 5.20 The key voltage and current waveforms in flyback current-fed
topology when operating in non-overlapping conduction mode. Power is
delivered to the load only when either Q1 or Q2 is “on.” Power is delivered
at a supply voltage of (Np/Ns )(Vo + Vd ), which is less than Vdc.

5.6.7.4 Output Voltage vs. “On” Time in Non-Overlapping
Mode of Flyback Current-Fed Push-Pull Topology

In Figure 5.20d it can be seen that during ton, Vct is N(Vo + Vd ) and
during toff, it is Vdc + N(Vo + Vd ). The average of voltage Vct must be
equal to Vdc, the DC voltage at the front end of L p . This is because L p
is assumed to have negligible DC resistance, so the voltage across it
averaged over a full or half period must equal zero. Another way of
expressing this is that in Figure 5.20d , the volt-second area A1 must



214 S w i t c h i n g P o w e r S u p p l y D e s i g n

equal the volt-second area A2:

A1 = [Vdc − N(Vo + Vd )]ton

and

Vdcton − NVoton − NVdton = NVotoff + NVdtoff

or

NVo (ton + toff) = Vdcton − NVd (ton + toff) but ton + toff = T
2

Then

Vo =
(

2Vdcton

NT

)
− Vd

or

Vo =
(

2Vdc
Ns

Np

)
ton

T
− Vd (5.13)

Thus the feedback loop regulates Vo by width-modulating ton, just as
in all previous circuits, to keep the product Vdcton constant.

5.6.7.5 Output Voltage Ripple and Input Current Ripple
in Non-Overlapping Mode

Choosing NLP/NLS equal to Np/Ns in Figure 5.19a results in negligible
Vo ripple, as can be seen in Figure 5.21. The voltages delivered to the
anodes of D1, D2, and D3 are all equal in amplitude. The currents
delivered through D1, D2 are NIQ1 and NIQ2, which are equal. Further,
since NLP/NLS = Np/Ns , during toff, the current delivered through D3
is also NIQ1. Thus, there is no gap in time during which Co must
supply or absorb current. The total load current is at all times being
supplied through D1, D2, or D3 and Co serves no energy storage
function.

Output ripple is the product of the secondary ripple current am-
plitude �Is times the equivalent series resistance Resr of Co . Also,
�Is = N�Ip where �Ip is set to twice the minimum current at the
center of the Q1, Q2 ramps at minimum output power; �Ip is set to
the desired value as discussed in Section 1.3.6 by choosing L p suf-
ficiently large that it does not go into the discontinuous conduction
mode above minimum output power. Then Co is chosen to minimize
Resr as discussed in Section 1.3.7.

There may be very narrow (<1 μs) voltage spikes at each turn
“on”/turn “off” transition, as can be seen in Figure 5.21. These occur
if the voltage fall time at the anode of D1, D2, or D3 is slightly faster
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FIGURE 5.21 In Figure 5.19a , peak voltages applied to the anodes of D1, D2,
D3 are all equal if Np/Ns is chosen equal to NLP/NLS, but if fall time at one
anode is slightly faster than the rise time of the next “on”-coming anode,
there will be a narrow commutation spike at the output.

than the voltage rise time of the next “on”-turning diode. Such spikes
are easily eliminated with small LC integrators.

Current drawn from Vin is discontinuous. As seen in Figure 5.20i ,
although flyback secondary current flows during the “off” time, mak-
ing output current continuous, input current falls to zero during each
“off” time. Discontinuous input current requires the addition of a
space-consuming RF1 input filter to keep large transient current off
the input lines. By returning the flyback secondary and D3 to the input
as in Figure 5.19b, input current will never fall to zero but will ramp
up and down with the amplitude shown in Figure 5.20g and 5.20h.
This will reduce the size of the required RFI input filter greatly or may
even make it unnecessary.

5.6.7.6 Output Stage and Transformer Design
Example—Non-Overlapping Mode

It is instructive to run through a typical design example of the output
stage and transformer for the flyback current-fed push-pull topology
operating in the non-overlapping mode.
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Only a single master secondary will be considered. Additional sec-
ondaries may be added, and their required turns will be related to that
of the master in the ratios of their output voltages. Slave secondary
output voltages will track the master to within about 2%—much more
closely than is possible in supplies with output LC filters.

The design example will assume the following conditions:

Output power 2000 W
Output voltage 48 V
Efficiency 80%
Switching frequency 50 kHz (T = 20 μs)
Diode voltage drops 1 V
DC input voltage (from 115-V, ±15%

AC line)
Maximum, 184 V; nominal, 160 V;

minimum, 136 V

The first decision is to select Vct during the “on” time. As in Section
5.6.7.3, Vct is set at 75% of the minimum DC input voltage, or 0.75×
136 = 102 V.

The turns ratio is now selected to yield 102 V during the “on” time.
From Figure 5.20d, Vct during the “on” time is

Vct = Np

Ns
(Vo + Vd ) or

Np

Ns
= N = 102

48 + 1
= 2

Transistor current amplitudes IQ1, IQ2 and “on” times are calculated to
permit prediction of primary and secondary RMS currents and hence
wire sizes. From the “on” times and preselected Vct, the number of pri-
mary turns will be calculated from Faraday’s law once a transformer
core area is selected for the specified output power.

From Eq. 5.13

ton

T
= (Vo + Vd )(Np/Ns)

2Vdc

From this, Table 5.1 can be constructed.
When either transistor is “on,” it delivers a current whose wave-

shape is shown in Figure 5.20g and 5.20h. This current is delivered
to the push-pull center tap at Vct of 102 V. When the transistor turns

Vdc, V ton/T ton, μs

200 0.245 4.9

184 0.266 5.3

160 0.306 6.12

136 0.360 7.2

TABLE 5.1
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“off,” the current shown in Figure 5.20i is delivered via D3 to the sec-
ondary load. This current (NIQ) is delivered during the “off” time at
a voltage Vo + Vd but is equivalent to current IQ delivered at a voltage
N(Vo + Vd ). Effectively, this current is being delivered at 100% duty
cycle at a voltage of N(Vo + Vd ) or at 102 V.

Assuming an efficiency of 80% downstream from the push-pull
center tap, input power at the center tap is 2000/0.8 or 2500 W. Average
current into the center tap is then 2500/102 = 24.5 A. This is very
close to the current at the center of the current ramp in Figure 5.20g
and 5.20h.

Current in each push-pull half primary is thus approximated by an
equivalent flat-topped pulse whose amplitude Ipk is 24.5 A and whose
duration is given in Table 5.1. The RMS value of this is Ipk

√
ton/T . Since

the RMS input current is a maximum at minimum Vdc = 136 V, the
RMS current in each half secondary is Irms = 24.5

√
0.36 = 14.7A. At

a current density of 500 circular mils per RMS ampere, the required
number of circular mils for each half primary is 500 × 14.7 = 7350
circular mils.

The transformer core will be selected from charts in the coming sec-
tion on magnetics design, which has been discussed in Section 2.2.9.1.
Jumping ahead, these charts will show that a Ferroxcube EC70 core
(an international standard type) with an area of 2.79 cm2 can deliver
2536 W at 48 kHz, and can be used.

The number of turns per half primary is calculated from Faraday’s
law (Eq. 1.17) at the maximum “on” time (7.2 μs in Table 5.1) and at a
primary voltage of 102 V. Losses are quite small using Ferroxcube core
material type 3F3 at 50 kHz, in the order of 60 mW/cm3 at a peak flux
density of 1600 G. For a core volume of 40.1 cm3, total core losses are
only 2.4 W. This is low enough so that copper losses of even twice that
much will still leave the transformer at a safely low temperature. From
Faraday’s law, Np = Vpton × 10r8/Ae�B = 102(7.2 × 10t6)10r8/2.79 ×
3200 = 8 turns, and for Np/Ns = 2, each half secondary has 4 turns.

Finally, the secondary wire size must be calculated. Each half sec-
ondary delivers the characteristic ramp-on-a-step waveform shown in
Figure 5.20g and 5.20h. The current at the center of the ramp is the DC
output current. The maximum pulse width occurs at minimum DC
input of 136 V and is seen in Table 5.1 to be 7.2 μs. To calculate RMS
secondary current, the pulse can be approximated by a rectangular
pulse of amplitude Idc and pulse width 7.2 μs. For an output power of
2000 W, the DC output current is 2000/48 = 41.6 A. The RMS value of
this rectangular current pulse of 41.6 A, 7.2-μs pulse width, once per
20 μs is 41.6

√
7.2/20 = 25 A.

At a current density of 500 circular mils per RMS ampere, the re-
quired wire area for the half secondaries is 500 ×25 = 12, 500 circular
mils. For such a large area, the secondary would most likely be wound



218 S w i t c h i n g P o w e r S u p p l y D e s i g n

with metal foil of thickness and width to yield the required circular
mil area. The primary with a required 7350-circular-mil area would
be wound with a number of paralleled small diameter wires.

5.6.7.7 Flyback Transformer for Design Example of Section 5.6.7.6
The preceding design was based on the inductor L p operating in the
continuous mode (Section 1.3.6). It was shown there that discontinu-
ous mode operation occurs when �I , the peak-to-peak ramp ampli-
tude, is less than twice the minimum DC current, which is the current
in the center of the ramp at minimum output power.

In the design example above, assume that minimum output power
is one-tenth the nominal output power. At nominal output power,
current at the center of the ramp was calculated above as 25 A. Then
current at the center of the ramp at minimum output power is 2.5 A,
and the peak-to-peak ramp amplitude (�I of Figure 5.20g and 5.20h)
is 5.0 A. But �I = VL ton/L p , where VL is the voltage across L p during
ton, and from Table 5.1 at Vdc = 136 V, ton = 7.2 μs. Then

L p = (136 − 102)(7.2 × 10−6)
5.0

= 49 μH

Wire size for the flyback secondary must be calculated at high DC
input, for it is then that its current pulse width toff is greatest (Table 5.1).
Further, as above, the equivalent flat-topped pulse amplitude is Idc.
Then from Table 5.1, its maximum width is 10−5.3 = 4.7 μs. Maximum
RMS current in the flyback secondary is then

Irms(T2 secondary) = 41.6

√
toff

0.5T

= 41.6

√
4.7
10

= 28.5 A

At 500 circular mills per RMS ampere, that winding requires a circular-
mil area of 500 × 28.5 = 14,260 circular mils.

Wire size for the flyback primary is calculated at minimum DC input
voltage, for it is then that primary current has greatest pulse width
and hence largest RMS value. Then from Table 5.1

Irms(primary) = 25

√
ton

0.5T
= 25

√
7.2
10

= 21.2 A

At 500 circular mils per RMS ampere, it requires 500 ×21.2 = 10, 600
circular mils.

Both primary and secondary would most likely be wound with
metal foil rather than round wire for those large required areas.
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Since the flyback transformer has no secondary current flowing
when primary current flows, all the primary current drives the core
toward saturation. To maintain the required 49-μH primary induc-
tance at 25 A of primary current, the core must be a gapped ferrite,
powdered Permalloy, or powdered iron type (Section 4.3.3).

5.6.7.8 Overlapping Mode in Flyback Current-Fed
Push-Pull Topology—Basic Operation14

In the non-overlapping mode of Figure 5.20 (ton/T < 0.5), it is difficult
to accommodate a large ratio of maximum to minimum DC input
voltage. Since the maximum “on” time is 0.5T at minimum DC, then
at high DC inputs, “on” time will be a small fraction of a period and
may approach 1 to 3 μs at a 100- to 50-kHz switching rate. But bipolar
transistors with their appreciable storage times cannot work reliably
down to such low “on” times.

By operating with overlapping “on” times (Ton/T > 0.5), as in Fig-
ure 5.22, however, a much larger range of maximum to minimum DC
input voltages is possible.

The usual integrated-circuit pulse-width-modulating chips cannot
be used for the overlapping mode because their two 180o out-of-
phase outputs have a maximum duty cycle D of only 0.5. A num-
ber of schemes using several discrete integrated-circuit packages and
capable of a duty cycle from 0 to 100% have been described in the
literature.14,19

Overlapping-mode operation is achieved using the same circuit as
shown in Figure 5.19, by proper choice of the turns ratios Np/Ns and
NLP/NLS (hereafter designated N1, N2, respectively). Circuit operation
will be described for the scheme of Figure 5.19a , where diode D3 is
returned to the output voltage rather than the input. It will be recalled
that this connection minimizes output voltage ripple rather than input
current ripple.

The circuit operation can be understood from the waveforms of
Figure 5.22 and the circuit of Figure 5.19a . For the overlapping mode,
Q1 and Q2 are simultaneously “on” during T1 intervals, and only one
of these is “on” during Toff intervals (t2 to t3 when Q2 is “off,” and t4
to t5 when Q1 is “off”). Power is delivered to the load only during the
Toff times.

When both transistors are “on,” the half primaries cannot support
voltage, and the push-pull center tap voltage falls to zero as seen in
Figure 5.22d. The full input voltage Vdc is applied across the flyback
primary inductance L p , in which current ramps up linearly at a rate
dI/dT = Vdc/L p . The division of this current between Q1 and Q2 is
roughly even, and is seen as the upward-going ramps from t3 to t4 and
t5 to t6. During T1, D3 is reverse-biased, and there is no voltage across
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FIGURE 5.22 Typical voltage and current waveforms in flyback current-fed
topology when operating in overlapping mode (Ton > Toff). This mode
permits a much larger range of input voltages. Power is delivered to the load
only in the interval when one transistor is “on” and one is “off.” It is
delivered at voltage Vct, which is higher than the DC input voltage (boost
operation). In the non-overlapping mode of Figure 5.20, it is delivered at a
voltage lower than the DC input (buck operation).

the push-pull secondaries. Hence all the output power is supplied
from the output filter capacitor Co during T1 intervals.

When Q2 turns “off” at t2, Q1 is still “on.” Now the Q1 half primary
can support voltage, and Vct begins to rise, as does the D1 anode
voltage. The D1 anode rises until its cathode reaches Vo , the secondary
is clamped to Vo + Vd , and Vct is clamped to N1(Vo + Vd ), as seen in
Figure 5.22d.

The turns ratio NLP/NLS(= N2) is chosen large enough so that when
one transistor is on and one “off” (Toff intervals), with the maximum
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voltage across NLP, the voltage across NLS is insufficient to forward-
bias D3. This permits Vct to be clamped to N1(Vo + Vd ) during Toff.
Some of the current stored in L p during T1 intervals and current from
Vdc is delivered via the push-pull primary to the load at a voltage
N1(Vo +Vd ). It will soon be seen that D3 is forward-biased and delivers
load power at some sufficiently higher DC input voltage.

The current in Q1 at the instant t2 is equal to the sum of the Q1
and Q2 currents at the instant just prior to Q2 turn “off,” since the
current in L p cannot change instantly. During t2 to t3, the current ramps
downward (Figure 5.22g), because N1 will be chosen high enough that
N1(Vo + Vd ) is greater than Vdc. With the dot end of L p positive with
respect to its no-dot end, current in it and in Q1 ramps downward.

When Q2 turns “on” at t3, again both transistors are “on” and their
half primaries cannot support voltage; Vct again drops to zero and
remains there until t4, when Q1 turns “off” (Figure 5.22d). From t4 to
t5, Vct is again clamped to N1(Vo + Vd ).

From Figure 5.22d, the relation between output/input voltages and
“on” time can be calculated as follows.

5.6.7.9 Output/Input Voltages vs. “On” Time in Overlapping Mode
Refer to Figure 5.19a . When both transistors were “on,” the dot end of
L p was negative with respect to the no-dot end. When one transistor
turned “off” (during Toff), the polarity across L p reversed to keep
current in it constant. The voltage at the dot end of L p rose until it was
clamped to N1(Vo + Vd ) by the clamping action at the secondary.

Now since L p has negligible DC resistance, it cannot support a DC
voltage. Thus the voltage across it, averaged over a full or half period,
must equal zero. Since the input end of L p is at Vdc, so must the output
end be averaged over a half period. Another way of stating this is that
in Figure 5.22d, the area A1 must equal area A2. Or

VdcT1 = [N1(Vo + Vd ) − Vdc]Toff

= N1Vo Toff + N1Vd Toff − VdcToff

Vo N1Toff = Vdc(T1 + Toff) − N1Vd Toff

Since T1 + Toff = T/2

Vo =
(

VdcT
2N1Toff

)
− Vd and Toff = T − Ton

Then for D = Ton/T

Vo =
[

Vdc

2N1(1 − D)

]
− Vd (5.14a)
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and from Eq. 5.14a , the duty cycle for any DC input is

D = 2N1(Vo + Vd ) − Vdc

2N1(Vo + Vd )
(5.14b)

5.6.7.10 Turns Ratio Selection in Overlapping Mode
Equation 5.14a gives the relation between output/input voltages and
“on” time for the overlapping mode for a preselected choice of push-
pull turns ratio N1. A good choice for N1 is the value calculated from
Eq. 5.14a, which makes D = 0.5 at the nominal input voltage Vdcn.
Then for all DC input voltages less than Vdcn, there will be overlapping
“on” times (D > 0.5) and output voltage versus “on” time is given by
Eq. 5.14a for that calculated N1.

For input voltages greater than Vdcn, D is less than 0.5, there is no
overlapping “on” time, and Eq. 5.14a no longer holds. The output
voltage versus “on” time relation will now involve N2. It did not in-
volve N2 for D greater than 0.5 in Eq. 5.14a because N2 had been made
large enough that during Toff, D3 was reverse-biased and the peak
voltage at Vct involved only N1 (see Figure 5.22d).

Thus, the first choice is the N1 from Eq. 5.14a , which makes D = 0.5
for nominal input voltage Vdcn. From Eq. 5.14a

N1 = Vdcn

2(Vo + Vd )(1 − 0.5)
= Vdcn

Vo + Vd
(5.15)

Next N2(= NLP/NLS) must be selected so that during Toff in Figure
5.22d, the maximum voltage across NLS does not forward-bias
D3. The maximum NLS voltage occurs at the maximum voltage
across NLP, which is a maximum when Vdc is a minimum (see
Figure 5.22d). Maximum flyback secondary voltage is then [N1(Vo +
Vd ) − Vdc(min)]/N2. Further, since the D3 cathode is at Vo , in order for
D3 not to be forward-biased:

N1(Vo + Vd ) − Vdc(min)

N2
< Vo + Vd

or

N2 >
[N1(Vo + Vd ) − Vdc(min)]

Vo + Vd
(5.16a)

To avoid problems arising from push-pull transformer leakage induc-
tance spikes, N2 is usually selected to be twice this minimum value.14

Thus

N2 = 2[N1(Vo + Vd ) − Vdc(min)]
Vo + Vd

(5.16b)
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5.6.7.11 Output/Input Voltages vs. “On” Time for Overlap-Mode
Design at High DC Input Voltages, with Forced
Non-Overlap Operation

With N1 selected from Eq. 5.15, and N2 from 5.16b,when Vdc is less
than the nominal, the relation between output voltage and “on” time
is given by Eq. 5.14a . At nominal input Vdcn, D = Ton/T is 0.5, and
at DC input voltages greater than Vdcn, D is less than 0.5 and there is
no overlapping “on” time. Waveforms for this input voltage range are
shown in Figure 5.23.

FIGURE 5.23 Circuit of Figure 5.20 in overlap mode when the DC input
voltage has risen sufficiently to force it into non-overlap mode. There is a
smooth transition between overlap and non-overlap modes if turns ratios are
chosen correctly.
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For the conditions of Figure 5.23, whenever Q1 or Q2 is “on,” the
secondaries are clamped to (Vo + Vd ) and the center tap is clamped
to N1(Vo + Vd ), where N1 is calculated from Eq. 5.15. When either
transistor turns “off,” the dot end of L p rises to keep current in it
constant. As the dot end of L p rises, so does the dot end of NLS until
it clamps to Vo + Vd via D3. This clamps the dot end of L p (or Vct) to
Vdc + N2(Vo + Vd ), as seen in Figure 5.23d.

Again in Figure 5.23, since the DC voltage averaged over a half cycle
must equal zero, the area A1 must equal area A2. Or

[Vdc − N1(Vo + Vd )]Ton = [N2(Vo + Vd )][(T/2) − Ton]

From this, for Ton/T = D,

Vo = Vdc D − N2Vd (0.5 − D) − N1Vd D
N2(0.5 − D) + N1 D

(5.17a)

In Eq. 5.17a, since the diode forward drops Vd are about 1 V, the last
two terms in the numerator are small compared to Vdc D and can be
neglected. The equation can then be rewritten as

Vo = Vdc D
N2(0.5 − D) + N1 D

(5.17b)

And from Eq. 5.17b, the duty cycle at any DC input is

D = 0.5Vo N2

Vdc − Vo (N1 − N2)
(5.18)

When designing for overlap mode, N1 is calculated from Eq. 5.15 and
N2 from 5.16b. At DC input voltages less than nominal Vdcn, the feed-
back loop sets the duty cycle in accordance with Eq. 5.14a to maintain
Vo constant. This duty cycle will be greater than 0.5.

When input voltage has risen to Vdcn, the duty cycle has decreased
to 0.5 to keep Vo at the same value. When DC input voltage has risen
above Vdcn, the feedback loop sets the duty cycle in accordance with
Eq. 5.17b to maintain the output constant. This duty cycle will now be
less than 0.5.

The transition from D > 0.5 to D < 0.5 will be smooth and continuous
as Vdc rises through Vdcn. A much larger range of DC input voltage
can now be tolerated than if the design were restricted entirely to
non-overlap mode, as in Section 5.6.7.6.

5.6.7.12 Design Example—Overlap Mode
Using the overlap mode design, it is instructive to calculate “on” times
for a range of DC input voltages. This will be done for the design
example of Section 5.6.7.6, which restricts operation to non-overlap
mode. Recall in that design example that Vo was 48 V, nominal input
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voltage Vdcn was 160 V, minimum input voltage Vdc(min) was 100 V,
switching frequency was 50 kHz, and Po was 2000 W. From Eq. 5.15

N1 = Vdcn

Vo + Vd
= 160

48 + 1
= 3.27

and from Eq. 5.16b

N2 = 2[(3.2)(49) − 100]
49

= 2
(

3.27 − 100
49

)
= 2.46

and for Vdc < Vdcn, from Eq. 5.14b

D = [2N1(Vo + Vd ) − Vdc]
2N1(V0 + Vd )

= 1 −
(

Vdc

2 × 3.27 × 49

)

= 1 −
(

Vdc

320.5

)
(5.19)

and for Vdc > Vdcn, from Eq. 5.17b

D = 0.5Vo N2

Vdc − Vo (N1 − N2)

= 0.5 × 48 × 2.46
Vdc − 48(3.27 − 2.46)

= 59
Vdc − 38.9

(5.20)

and from Eqs. 5.19 to 5.22, we can construct Table 5.2.

Ip, A Irms, A
Vdc, V D Ton, μs Toff, μs (Eq. 5.21) (Eq. 5.22)

50 0.840 16.9 3.1 50.2 24.6
100 0.688 13.8 6.2 25.2 15.1
136 0.576 11.5 8.5 18.3 12.2
160 0.500 10.0 10.0 15.6 11.0
175 0.433 8.67 11.3 13.8
185 0.404 8.08 11.9 13.1
200 0.366 7.32 12.7 12.3

TABLE 5.2
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Comparing Table 5.2 to Table 5.1, in which operation is restricted
to non-overlap mode, it is seen that allowing both overlap and non-
overlap modes permits a larger range of DC input voltages and larger
“on” times at high input voltages. This permits the use of bipolar
transistors, which don’t operate reliably with short “on” times close
to their storage times.

5.6.7.13 Voltages, Currents, and Wire Size Selection
for Overlap Mode

Transistor currents and transformer RMS currents can be calculated
from the waveforms of Figures 5.22 and 5.23. Wire sizes will be se-
lected from the RMS currents at the rate of 500 circular mils per RMS
ampere.

First, consider operation at Vdc less than nominal, so there will be
overlapping conduction with the waveforms of Figure 5.22. Assume
an efficiency of 80% as in the design example of Section 5.6.7.6. Input
power is then Po/0.8 = 2000/0.8 = 2500 W. Note that whether Vdc
is above or below nominal, power is supplied to the load through
the push-pull transformer at a center tap voltage of N1(Vo + Vd ). For
Vdc less than nominal (Figure 5.22d), the center tap voltage is boosted
up to N1(Vo + Vd ). For supply voltages greater than nominal, center
tap voltage is bucked down (Figure 5.23d) to the same value. In this
design example, N1(Vo + Vd ) = 3.27(48 + 1) = 160 V.

The equivalent flat-topped current pulse Ip into the push-pull center
tap will be calculated. This is close to the current at the center of the
ramp in Figure 5.22g. Power into the center tap is

Pin = 2500 = 160Ip
2Toff

T
or Ip = 156

Toff
(5.21)

Peak currents for supply voltages less than nominal are calculated
from Eq. 5.23 and shown in Table 5.2. If Q1, Q2 are bipolar transis-
tors, the base drive current must be adequate to saturate them at that
peak current. The transistors are chosen for a maximum collector-
emitter voltage of Vdc(max) + (N1 + N2)(Vo + Vd ) from Figure 5.23e and
5.23 f , since this is greater than 2N1(Vo +Vd ) of Figure 5.22e and 5.22 f .
Allowance should be made for a leakage inductance spike.

Although power is delivered to the load only during the two “off”
times per period (Figure 5.22g and 5.22h), each half secondary carries
Ip during one “off” time but also Ip/2 during the two T1 times per
period. Note in Figure 5.22, T1 = (T/2)−Toff. The RMS current carried
by each half secondary is

Irms = Ip

(
Toff

T

)1/2

+
(

Ip

2

) (
T − 2Toff

T

)1/2

(5.22)
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These RMS currents are shown in Table 5.2. Wire size for each half
secondary will be selected at the rate of 500 circular mils per RMS
ampere, and it is seen in Table 5.2 that maximum RMS current occurs
at minimum DC input. RMS currents for supply voltages above Vdcn
are lower than those below Vdcn, so the RMS currents of Table 5.2
dictate the wire sizes.

The flyback transformer secondary carries the pulses ID3 shown
in Figure 5.23. As DC voltage goes up, the transistor “on” times de-
crease toward zero, and the ID3 pulses widen until they reach a full half
period each. All the output load current is then fully supplied by fly-
back action from the flyback secondary. Since the center of the ramp of
the D3 pulses is the DC output current, the flyback secondary winding
should be sized for the worst-case condition: to carry the DC output
current at 100-percent duty cycle.

Finally, wire size for the flyback primary must be chosen. Table 5.2
gives the RMS currents per half primary at supply voltages of less
than nominal. Since the flyback primary carries the currents of both
half primaries, its RMS current is twice that shown in the table.

Examination of Figure 5.22 shows that the astonishingly high cur-
rents at low DC input should be expected, for in Figure 5.22, as the
supply voltage goes lower, the Toff times become shorter. Since power
is delivered to the load only during the Toff times when voltage exists
at the push-pull center tap, the very short Toff times demand high peak
and RMS currents to supply the output power.
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C H A P T E R 6
Miscellaneous

Topologies

6.1 SCR Resonant Topologies—Introduction
The silicon controlled rectifier (SCR) has been used in DC/AC invert-
ers and DC/DC power supplies for over 25 years.1,2 They are used
because they are available with higher voltage and current ratings,
and at lower cost than bipolar or MOSFET transistors. Because SCRs
are normally higher voltage and current rated, they are used primarily
for supplies of over 1000 W. A significant feature of an SCR for high-
power inverters is that it does not suffer from secondary breakdown,
the most frequent failure mode of transistors.

The SCR is a solid-state switch that is easily turned “on” by a nar-
row pulse at its gate input terminal; it then latches and stays “on”
after the input is removed. Having been turned “on,” it must now be
turned “off” at some point. This is not so easy, as it cannot be done
from the gate. There are many schemes for turning an SCR “off” or
“commutating it off.” Essentially, all these schemes involve reducing
its “on” current to zero by diverting the current to an alternate path
for a minimum turn “off” period tq . SCR turn “off” will be discussed
below.

After Pressman A gate controlled switch, or gate turn off (GTO), a de-
vice similar to the SCR, can be turned “on” and “off” from the gate, providing
the correct operating conditions are maintained. ∼K.B.

A major problem with early SCR type DC/AC or DC/DC supplies
is that they could not operate reliably at switching frequencies much
over 8 to 10 kHz. This was because even the fastest inverter-type SCRs
available at that time did not have a reliable high-impedance “off”
state until about 10 to 20 μs after they had been commutated “off” and
their internal currents had dropped to zero, due to the recombination

229
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time in the substrate. Thus they could not be subjected to high voltage
stress until the 10 to 20 μs recombination time had elapsed, after their
currents had been reduced to zero.

Further, early SCRs could not tolerate a large dV/dt across their
output terminals even after the recombination time had elapsed. Most
were specified at a maximum rate of change of output voltage of
200 V/μs, and at a dV/dt faster than that, they would spontaneously
turn back “on” again, independent of the input control voltage.

Early inverter-type SCRs also could not tolerate a large rate of
change of output current dI/dt at the instant of turn “on.” Most were
specified in the range of 100 to 400 A/μs. At dI/dt faster than speci-
fied, average junction temperatures would rise, local hot spots would
develop on the chips, and the SCRs would either fail immediately or
degrade to the failure point in a short period of time.

With switching frequencies thus limited to 10 kHz, transformers,
inductors, and capacitors were still relatively large, which made the
overall size of a DC/AC or DC/DC converter too large in many ap-
plications. Further, switching frequencies of 10 kHz and under are in
the middle of the audio range, and the audible noise emitted from
such converters made them unacceptable in an office or even factory
environment. To be acceptable in such environments, switching fre-
quencies must be above the highest audible frequency of about 20
kHz.

About 1977, RCA developed the asymmetrical silicon controlled
rectifier (ASCR), which solved most of these problems and made pos-
sible DC/AC and DC/DC converters operating up to 40 or 50 kHz.

Conventional SCRs can sustain (or block) reverse voltages across
their output terminals equal to their forward-voltage blocking capa-
bility. But in a large number of SCR circuits, reverse voltage at the
output terminals is clamped to one or two diode drops, or to a max-
imum of about 2 V, making large reverse-voltage blocking capability
unnecessary. By making certain changes on the SCR chip, RCA was
able to achieve turn “off” times tq of 4 μs. (tq is the time after SCR for-
ward current has dropped to zero until the full-rated forward voltage
can be reapplied.) The price paid for this reduction in tq is that the
reverse voltage blocking capability is reduced to 7 V, but this is more
than adequate in many inverter circuits.

Thus with tq times of 4 μs, this RCA device (S7310) made inverters
at switching frequencies of 40 to 50 kHz possible in a host of circuit
configurations. The S7310 had many other very useful features. Its
dV/dt and dI/dt ratings were 3000 V/μs and 2000 A/μs with only a 1-V
negative bias on the input terminal. Compare this with the 20 V/μs
and 400 A/μs for conventional SCRs. Further, the device was avail-
able in voltage ratings of 800 V and RMS current ratings of 40 A.
These advances in voltage, current, and tq ratings made inverters and
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DC/DC power supplies possible with output power ratings of 4000 W
using only two ASCRs in a 40-kHz half-bridge circuit configuration.

In its first few years on the market the S7310 sold for about $5. No
other transistor circuit topology could even approach 4000 W with
only two switching devices costing $10. Unfortunately, the S7310 is
no longer manufactured by RCA, but equivalent asymmetrical SCRs
are made by other manufacturers. A similar Marconi ASCR, type
ACR25U, has a blocking time tq of 4 μs, with voltage ratings of up
to 1200 V, and RMS current ratings of 40 A.

6.2 SCR and ASCR Basics
The SCR symbol is shown in Figure 6.1. Its input terminal 1 is desig-
nated the gate, terminal 2 is the anode, and 3 is the cathode. When it is
“on,” current flows from the anode to the cathode. When it is “off,”
the maximum voltage it can sustain or block from anode to cathode is
designated VDRM. ASCR types are available with VDRM voltage ratings
ranging from 400 to 1200 V.

Once turned “on,” the anode current is determined by the supply
voltage and load impedance from anode to supply source. The anode-
to-cathode voltage versus anode current characteristics are given in
the data sheets for a specific device. For the Marconi ACR25U, a 40A
RMS device, anode-to-cathode voltage at 100-A anode current is typ-
ically 2.2 V (see Figure 6.2).

The reason for this long anode voltage fall time is that it takes a long
time for the anode current carriers to spread uniformly throughout
the chip area. Initially, the current carriers are concentrated in only
a small fraction of the chip area and instantaneous anode-to-cathode
resistance is high, causing a high instantaneous “on” voltage. After a
time, the current carriers spread uniformly throughout the chip, and
the “on” voltage drops to the quiescent level given in Figure 6.2.

Thus, most of the dissipation in the SCR occurs during the turn “on”
time. This dissipation is the integral

∫
Ia Va dt. In most SCR circuits,

currents have the shape of a half sinusoid rather than a square wave,
which is helpful. As seen in Figure 6.5, if anode current pulses were
square waves, the front edge of the current pulse would flow at an

FIGURE 6.1 Silicon controlled rectifier and ASCR symbol.
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FIGURE 6.2 Anode current versus anode voltage.

anode voltage in the vicinity of 25 V, and dissipation would be high.
Figure 6.5 also shows that if anode current pulses are half sinusoidal,
their base width should be longer than 2.5 μs to avoid an “on” anode
potential greater than 5 V throughout the entire half sinusoid.

Gate pulse duration should be greater than 400 ns for 100 A of anode
current. The gate-to-cathode voltage during the duration of the gate
current pulse is shown in Figure 6.4 and is in the range of 0.9 to 3 V for
a large range of gate currents. Once turned “on,” the anode will latch
“on” and stay conducting after the gate turn “on” pulse is gone. The
anode “on” potential ranges from 1.2 to 2.2 V for an anode current
range of 20 to 100 A, as seen in Figure 6.2.

The device is turned “on” by a gate-to-cathode current pulse whose
amplitude and duration are not well defined in the data sheets. Figure
6.3 shows anode current delay and rise time to 100 A as a function of
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FIGURE 6.3 (a ) Switching times. Typical switching times tgt , td , tr , versus
gate trigger current. (b) Relationship among “off”-state voltage, “on”-state
current, and gate trigger voltage showing reference points for definition of
turn “on” time tgr. (Note: Figure 6.3a and 6.3b illustrate the original RCA
S7310—a type of SCR similar to the Marconi type ACR25U.)

FIGURE 6.4 Gate voltage versus current.
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FIGURE 6.5 Anode-to-cathode voltage fall time for Marconi ASCR type
ACR25U.

gate trigger current. Gate current pulse width also determines current
rise time to some extent, but this is seldom given. Typically for the
ACR25U, gate current should be in the range of 90 to 200 mA for an
anode current of 100 A.

Anode current rise time shown in Figure 6.3 is not as important for
an SCR as is anode-to-cathode voltage fall time. This is obvious from
Figure 6.5, which shows that even with a 500-mA gate current pulse,
with a half-sinusoid 8-μs anode current pulse 125 A in amplitude, the
anode-to-cathode voltage has fallen to only 5 V in 2.5 μs. This is still
twice the anode-to-cathode quiescent voltage at that current shown
in Figure 6.2. Figures 6.6 and 6.7 show maximum dV/dt and tq for the
Marconi ACR25U.
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FIGURE 6.6 Marconi ASCR type ACR25U characteristics. Minimum linear
critical rate of rise of “off”-state voltage versus gate voltage.

6.3 SCR Turn “Off” by Resonant Sinusoidal
Anode Current—Single-Ended Resonant
Inverter Topology
It was pointed out above that an SCR is easily turned “on” with a
narrow pulse but stays latched “on” after the pulse has gone. To turn
it “off,” anode current must be reduced to zero for a time equal to at
least the specified tq time of the device. Further, after the tq time, the
reapplied anode voltage rise-time rate must be less than the specified
dV/dt rating of the SCR.

All this is easily achieved by forcing the SCR anode current to be
sinusoidal in shape, and this offers other significant advantages as
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FIGURE 6.7 Marconi ASCR type ACR25U characteristics. Typical circuit
commutated turn “off” time versus gate voltage at turn “off.”

well. The basic scheme and its advantages are most easily described
with a typical single-ended SCR resonant converter such as that shown
in Figure 6.8.3–8

The SCR, an inductor L , and a capacitor C are arranged in series.
Before the SCR is fired, capacitor C is charged to some positive voltage
through the larger constant-current inductor Lc . When the SCR is
triggered “on” with a narrow gate pulse, the equivalent circuit is that
of a switch closure applying a step waveform to a series resonant LC
circuit. Current in the circuit is shocked into a resonant “ring” whose
period is tr = 2π

√
LC .

Current increases in the SCR sinusoidally, goes through its first
negative peak, and decreases sinusoidally to zero at the end of a half
period (= π

√
LC). As the sine wave of current in the SCR reaches

zero at t1, it reverses direction and flows sinusoidally for the next
half cycle through the anti-parallel diode D1. During this half cycle of
diode conduction time Td , the SCR is clamped with a reverse voltage
of about 1 V by D1. This maximum reverse voltage is safely below the
7- to 10-V reverse-voltage specification of the asymmetrical SCR.



C h a p t e r 6 : M i s c e l l a n e o u s T o p o l o g i e s 237

If Td is greater than the specified tq time of the device, the SCR
has safely extinguished itself at the end of Td without the need for
any external “commutation” circuitry, and forward voltage may be
safely reapplied. The half sinusoids of current through the SCR and
anti-parallel diode both provide power to the load resistor Ro .

After t2, when the D1 current has fallen back to zero, both Q1 and D1
are safely “off” and the constant current from Lc commences charging
C back up with its left end positive. During the interval t3 to t2, the
change in voltage on C corresponds to that fraction of its stored energy
(CV2/2) that is equal to the energy delivered to the load the next time
Q1 is triggered. After a time tt (the triggering period), Q1 can be
triggered “on” again and the cycle repeats.

As the load is increased (resistor Ro is decreased), the amplitude of
the first half cycle increases and its duration increases somewhat. This
decreases the duration of the second half cycle Td , and care must be
taken that the load is not increased to the point where Td is shorter than
tq , the SCR turn “off” time, or the SCR will not turn “off” successfully.

By choosing the triggering period tt in the range of 1.5 to 2 times
the resonant period tr at minimum line input and maximum load, the
“off” time tt – tr shown in Figure 6.8 is not too large and the output
across Ro is a fairly distortion-free sine wave over a large range of
load resistance. Capacitance across Ro can reduce the distortion due
to the time gap tt – tr . The circuit can thus be used as a DC/AC con-
verter. As the supply voltage Vdc is increased, output power increases
since the sine-wave peak amplitudes increase. To maintain constant
output voltage as Vdc or Ro goes up, the triggering frequency can be de-
creased (increases tt). This maintains a roughly constant peak AC volt-
age at the output, although distortion increases as the time gap (tt – tr )
increases.

The circuit is more useful as DC/DC converter with regulated and
isolated output as in Figure 6.9, where Ro is replaced by the primary
of a power transformer with rectifying diodes and a capacitor filter
at the secondary. Line and load changes are regulated by varying the
triggering frequency ft .

As the line voltage or load resistance increases the sine-wave peaks
in Figure 6.8 increase, but their base widths remain roughly constant
and equal to π

√
LC . To regulate against line and load changes, the

rectified DC output is sensed with a voltage error amplifier that alters
the switching frequency to maintain constant output. If output voltage
rises because of an increase in line voltage or a decrease in DC load
current, the switching frequency is decreased so as to take less power
per unit time from the input. Similarly, a decrease in output is corrected
by an increase in switching frequency.

This method of regulating the output voltage—by varying the
switching frequency—is common to most resonant power supplies,
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FIGURE 6.8 A single-ended SCR resonant converter. Inductor Lc charges C
to a voltage higher than Vdc. When Q1 is fired, a sinusoidal current flows
through Q1, delivering power into Ro . At t1, this sinusoidal current reverses
direction and flows through D1, delivering power to Ro . If Td is greater than
tq time of Q1, the SCR self-extinguishes. During (tt – tr )Lc recharges C and
the cycle repeats.
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FIGURE 6.9 A transformer-coupled, series-loaded, single-ended SCR
resonant converter.

because the output current or voltage pulses are constant in width.
Nonresonant topologies are usually operated at a constant switching
frequency and regulated by varying pulse width to control the DC
output voltage.

In constant-frequency schemes, the power supply switching fre-
quency is generally synchronized to the horizontal line rate in an
associated display terminal or to the system’s clock rate. This makes
it easier to tolerate any RFI noise pickup on the display screen and
lessens the possibility of computer logic errors due to noise pickup.

Since this advantage is lost in variable-frequency resonant topolo-
gies, they are not acceptable in many applications. Although it can be
argued that RFI noise pickup, if it exists, is more troublesome with
variable-frequency switching supplies, it is less likely to exist. The
sinusoidal currents in resonant supplies have much lower di/dt than
the square-wave currents of fixed-frequency, adjustable pulse width
supplies, so they emit less RFI.

The SCR supply was originally made resonant to ensure turn “off”
of the SCR at the zero crossing of the current sinusoid. This added
a further significant advantage. It was seen in Section 1.2.4 that with
square waves of current, most of the losses in the switching device oc-
cur at turn “off” as a result of the overlap of falling current and rising
voltage. But with sinusoidal currents, turn “off” occurs at zero volt-
age across the device and these losses are almost nonexistent. How-
ever, the turn “on” losses due to the relatively slow voltage fall time
(Section 6.1 and Figure 6.5) can be high. If the sine-wave base
width π

√
LC is greater than about 8 μs, these losses are also not

excessive (Figure 6.5).
The DC/DC converter of Figure 6.9, used with a single 800-V, 45-A

RMS SCR, can generate 1-kW of output power.4 An inductor is not
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needed in the secondary output, because the SCR and diode currents
shown in Figure 6.8 are constant-current pulses whose magnitude is
close to the voltage applied across the series LC elements divided by√

L/C . These constant currents reflect into the secondary and flow
into the output resistor, producing constant-voltage pulses of similar
waveshape. The filter capacitor alone averages the pulses to obtain a
constant ripple-free output voltage. Not requiring an output inductor,
the circuit can be used as a high voltage supply.

A quantitative design example will be presented after the following
discussion of two widely used SCR resonant-bridge DC/DC inverters.

6.4 SCR Resonant Bridge
Topologies—Introduction
The resonant half bridge (Figure 6.10) and full bridge (Figure 6.11) are
the most useful SCR circuits. The half bridge, with two 800-V 45-A
RMS SCRs (Marconi ACR25UO8LG), can deliver up to 4 kW of AC or
rectified DC power from a rectified 220-V AC line. A 1200-V version of
the device can generate up to 8 kW in a full-bridge circuit. Full-bridge
operation is much the same as the half-bridge except that SCR voltage
stresses are twice and current levels are half those of the half bridge
for equal output power. Hence only the half bridge will be discussed
here in detail.

The half bridge can be operated series-loaded as in Figure 6.10, with
the secondary load reflected via transformer T1 in series with a series
resonant circuit (C3 with the series combination of L3 and L1 when
Q1 is “on” or with the series combination of L3 and L2 when Q2 is
“on”).

The secondary load in the series-loaded circuit, when reflected into
the primary, must not appear as too high an impedance or the resonant
circuit Q will be low and the “on” SCR may not be safely commutated
“off” by the above-described resonant current reversal. No output
inductor is required in the series-loaded configuration, so it can be
used for either high or low output DC voltages. The series-loaded
circuit can safely tolerate an output short circuit, since the normal load
impedance in series with the resonating LC is already small compared
to the impedance of the LC elements. As discussed below, however,
there is a problem when the output load is open-circuited.

Alternatively, the half bridge can be shunt-loaded as in Figure 6.12.
Here, the output load reflected into the T1 primary is connected across
the resonating capacitor C3. In this case, the output load reflected
across C3 must not be too low or the resonant circuit Q will be so low
as to prevent resonant turn “off” of the SCR. Thus, this configuration
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FIGURE 6.10 Series-loaded SCR resonant half bridge. SCRs Q1 and Q2 are
fired on alternate half cycles. Capacitor C3 resonates with L3 and L1 when
Q1 is “on” and with L3 and L2 when Q2 is “on.” After the firing of an SCR,
its current goes through a half sinusoid, reverses direction, and flows
through the associated anti-parallel diode. If the duration of the diode
current is greater than the tq time of the SCR, the SCR self-extinguishes.

can easily tolerate an open circuit at the output, but not a short
circuit.

The series-loaded configuration is analyzed as a current source driv-
ing the T1 primary whereas the shunt-loaded circuit is better analyzed
as a voltage source. The shunt-loaded circuit does require secondary
output inductors when DC output is required, although they may be
omitted if large output voltage ripple can be tolerated. For a DC/DC
converter, the series-loaded circuit is a better choice.

6.4.1 Series-Loaded SCR Half-Bridge
Resonant Converter—Basic
Operation9,10

The series-loaded SCR resonant half-bridge circuit is shown in
Figure 6.10, and its significant waveforms in Figure 6.13. In Figure
6.10, when Q1 is triggered “on,” the equivalent circuit is that of a
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FIGURE 6.11 SCR resonant full bridge. This can deliver twice the output
power of the half bridge.

FIGURE 6.12 A shunt-loaded SCR resonant half bridge. Power is taken in
shunt across the resonant capacitor. The load resistance reflected into the
primary from the secondary must be high so as not to excessively lower the
resonant circuit Q, and prevent successful turn “off” of the SCR.
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FIGURE 6.13 Significant currents for series-loaded SCR half bridge of Figure
6.10 at minimum DC input voltage and maximum load output. As line
voltage or load resistance increases, the feedback loop decreases triggering
frequency so as to space the Q1, A2 sine waves farther apart and maintain
the average output current and voltage constant.

voltage step of magnitude Vdc/2 applied to a series combination of
L3 + L1 resonating with C3. That resonant circuit is series-loaded
with the T1 secondary resistance reflected into the primary, which is
shunted by the T1 magnetizing inductance.

If the Q of the equivalent circuit is sufficiently high, current in it
is shocked into a sinusoidal “ring” as shown in Figure 6.13a . During
the first half cycle, a half sinusoid current pulse flows through Q1.
At the end of that half cycle at t1, the current reverses and continues
flowing through the anti-parallel diode D1. From t1 to t2, current in
the SCR is zero, and if that time is greater than the specified tq time of
the device, the SCR extinguishes itself and can safely sustain forward
voltage again.

The resonant period is tr = 2π
√

(L1 + L3)C3. At light load, the SCR
and diode conduction times (tcr and td , respectively) are almost equal.
As the secondary load increases (Ro decreases), tcr and Ipq increase
and td , Ipd decrease. Load power must not be increased beyond the
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point where td is less than the maximum specified value of tq , or the
SCR will not turn “off” successfully.

With Q1 safely “off” at the next half cycle of the triggering period
tt , Q2 is fired. The resonant period is now 2π

√
(L2 + L3)C3. Current

waveforms of Q2, D2 are similar to those of Q1, D1 and are shown in
Figure 6.13b. The Q1, D1 and Q2, D2 current waveforms, shown in
Figure 6.13c, are multiplied in T1 by the turns ratio Np/Ns , rectified,
and summed by the output diodes.

The DC output voltage is the average of the Figure 6.13e current
waveform, multiplied by the secondary load resistor Ro . The output
filter capacitor averages the output current waveforms to yield a con-
stant, ripple-free DC output voltage, without requiring an output in-
ductor. After tt the entire cycle repeats.

The timing relations shown in Figure 6.13 hold at minimum DC
input voltage and minimum output load resistance (maximum out-
put power). The values of resonating inductance and capacitance are
chosen so that the current amplitudes and spacings shown in Figure
6.13 yield the correct average output current at the desired output
voltage, at minimum line and maximum load. Calculations to achieve
this are shown below. As line and load change, a feedback-loop that
senses output voltage adjusts SCR triggering frequency ft to keep
output voltage constant.

As DC input voltage and hence the peak currents in Figure 6.13
increase, the feedback loop decreases ft to maintain constant sec-
ondary average current and hence constant output voltage. Further,
at a fixed DC input voltage and with fixed L and C , peak currents
(Figure 6.13c, d) are constant, so as Ro goes up, the feedback loop
decreases ft to maintain constant average output voltage. Secondary
current waveshape with DC input or output load higher than mini-
mum is shown in Figure 6.14.

FIGURE 6.14 Bridge output current Isr at higher input voltage. Peak current
is higher, forcing feedback loop to decrease triggering frequency to maintain
constant output voltage.
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6.4.2 Design Calculations—Series-Loaded
SCR Half-Bridge Resonant Converter9,10

The circuit configuration is shown in Figure 6.10, and its significant
waveforms in Figures 6.13 and 6.14. The discussion herein is based on
a paper by D. Chambers.9

The first choice to be made is the resonant frequency. Assume the
use of the Marconi ASCR type ACR25. Figure 6.7 shows its typical turn
“off” time tq as 5 μs, from an “on” current of 50 A with a gate bias of
0 V. Assume the worst case is 20% higher or 6 μs. Also assume desired
operation at minimum DC input and maximum output power at the
edge of the continuous mode (as in Figure 6.13 with no gap between
the zero crossing of the diode current and the start of the opposite SCR
current). Then the absolute minimum resonant period as in Figure 6.13
would be 12 μs, corresponding to a resonant frequency of 83 kHz.

However, it was noted in Section 6.3 that at high output power, the
diode conduction time td shortens to a not easily calculable value. If
it is less than tq , the SCR might not turn “off” successfully. Thus there
should be more margin in the td time.

Further, Figure 6.5 shows that the anode-to-cathode “on” voltage
does not fall very quickly to its quiescent value of 2 to 3 V. To keep
the high anode-to-cathode voltage time to a small fraction of SCR
conduction time tcr, the resonant half period should be increased to at
least four times 2.5 μs. As seen in Figure 6.5, this puts the anode-to-
cathode voltage at the peak of the sinusoidal anode current at about
3 V, and is a reasonable compromise. Thus the resonant period is
chosen as 20 μs ( fr = 50 kHz). Or

Tr = 2π
√

(L3 + L1)(C3) = 20 × 10−6 (6.1)

Next the peak voltage on the T1 primary (Figure 6.10) must be de-
termined. Following the suggestion in the Chambers paper,9 this will
be chosen as 60% of the minimum voltage across one of the bridge
capacitors or

Minimum primary voltage = Vp(min) = 0.6 Vdc(min)

2
(6.2)

Assuming a bridge output rectifier with a 1-V drop across each rectifier
diode, this fixes the T1 turns ratio at

Np

Ns
= 0.6Vdc(min)

2(Vo + 2)
(6.3)

At minimum line input and maximum output current, the secondary
currents are as shown in Figure 6.13e with no time gaps between the
termination of current in one anti-parallel diode and turn “on” of
current in the opposite SCR. Assume to a close approximation, that
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even at maximum DC current, SCR and diode currents have equal
widths of a half period. Also assume—as in the Chambers paper9—
that the diode peak current is one-fourth that of the SCR. Then the
average of these Figure 6.13e SCR plus diode currents is

Isecondary average = Io(dc) = 2Ips

π

T
2T

+ 2Ips

4π

T
2T

= 1.25Ips

π

where Ips is the peak primary SCR current after reflection into the
secondary. Then

Ips = 0.8π Io(dc) (6.4)

Ipp = Ips
Ns

Np
= 0.8π Io(dc)

Ns

Np
(6.5)

where Ipp is the peak primary SCR current.
In Figure 6.10, Vap, the voltage applied to the series resonant ele-

ments when, say, Q1 turns “on” is the voltage across the bridge ca-
pacitor C1 plus the transformer voltage peak of 0.6 Vdc(min)/2. Or

Vap = Vdc(min)

2
+ 0.6Vdc(min)

2
= 0.8 Vdc(min) (6.6)

It can be shown that, to a close approximation, when a step voltage
Vap is applied to a series LC circuit, the peak amplitude of the first
resonant current pulse is

Ipp = Vap√
L/C

(6.7)

In this case, where L = (L1 + L3), C = C3:

√
(L1 + L3)/C3 = Vap

Ipp

or √
(L1 + L3)/C3 = 0.8Vdc(min)

0.8π Io[dc(min)](Ns/Np)

= Vdc(min)(Np/Ns)
π Io(dc)

(6.8)

The resonating elements (L3 + L1) = (L3 + L2) and C3 are fixed for
specified values of Vdc(min) and maximum output current Io(dc) using
Eq. 6.1, which gives their product, and Eq. 6.8, which gives their ratio.
The transformer turns ratio is fixed from Eq. 6.3.
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The ratio of L3/L1 is chosen to minimize “off”-voltage stress on
the SCRs. A smaller ratio produces less “off” stress and less dV/dt
stress. The precise ratio is best determined empirically. Inductance
L3 comprises the transformer primary leakage inductance plus some
external inductance. It is best not to rely on the leakage inductance
alone as it varies widely, and that would result in large variability in
the resonant period.

6.4.3 Design Example—Series-Loaded SCR
Half-Bridge Resonant Converter

The preceding relations will now be used in a design example. Assume
the circuit of Figure 6.10 with the following specifications:

Output power 2000 W

Output voltage 48 V

Output current Io(dc) 41.7 A

Input DC voltage, nominal 310 V

Input DC voltage, maximum 370 V

Input DC voltage, minimum 270 V

Then from Eq. 6.3 Np/Ns = 0.6 × 270/2(48 + 2) = 1.62 and from
Eq. 6.1

2π
√

(L3 + L1)C3 = 20 × 10−6

or √
(L3 + L1)C3 = 3.18 × 10−6 (6.1a)

From Eq. 6.8 √
(L3 + L1)

C3
= Vdc(min)(Np/Ns)

πIo(dc)

= 270 × 1.62
π × 41.7

= 3.34 (6.8a)

From Eqs. 6.1a and 6.8aC3 = 0.95 μF and L3 + L1 = 10.6 μH and from
Eqs. 6.6 and 6.7

Ipp = Vap√
(L3 + L1)/C3

= 0.8 × 270
3.34

= 64.7A
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Since the maximum duty cycle of this peak SCR current is tr/2tt(min) =
0.25 (Figure 6.13a and 6.13c), the SCR RMS current is Irms(SCR) =
64.7 × √

0.25/
√

2 = 22.9 A. This is well within the maximum 40-A
RMS capability of the Marconi ACR25U. Also, as assumed above,
the anti-parallel diode peak current is one-fourth of the SCR current
or 34.7/4 = 16.2 A. With a 1.62 turns ratio, the peak rectifier diode
currents will be 104.8 and 26.2 A, corresponding to the peak SCR and
anti-parallel diode currents. With such high rectifier diode currents,
a full-wave rectifier with one series diode rather than a bridge with
two diodes is preferable.

6.4.4 Shunt-Loaded SCR Half-Bridge
Resonant Converter6,12

The ancestor of most practical SCR resonant bridge power supplies
is a shunt-loaded resonant half bridge used as a DC to AC inverter,
which is described in Neville Mapham’s classic paper.6 The circuit was
essentially that of Figure 6.12, with a resistive load at the transformer
secondary instead of the rectifier and output filter.

Mapham’s paper described no attempt to regulate the output, but
showed that over a 10/1 range of output load currents with no feed-
back, the output AC voltage was constant to within 1% and gener-
ated a relatively distortion-free sine wave. A detailed and elegant
computer analysis showed that the peak sine-wave output could be
regulated against input line changes by changing the SCR triggering
frequency.

The computer analysis is presented in terms of normalized relations
Ro/

√
L/C, Iscr

√
L/C, Idiode

√
L/C/E, Vo/E , which permits a simplified

design of the circuit with a resistance loaded secondary. Despite the
LC filter at the output, it provides a good guide to that circuit.

In the shunt-loaded configuration of Figure 6.12, output regula-
tion is achieved by varying the SCR triggering frequency. Output
voltage waveshape at the cathodes of the rectifier in Figure 6.12 is
similar to the current waveshape of Figures 6.13 and 6.14 for the
series-loaded circuit. The output LC filter averages the voltage wave-
shape for the shunt-loaded circuit, whereas the output capacitor alone
is needed to average the current waveshape for the series-loaded
case.

Since the shunt-loaded circuit requires an output inductor, it has
no advantage over the series-loaded configuration. The shunt circuit
has only been touched on here to bring attention to the Mapham
paper with its useful computer analysis, which is basic to a full
understanding of the series-loaded circuit. The shunt-loaded circuit
has been used with MOSFETs as a much higher frequency DC/DC
converter.13
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6.4.5 Single-Ended SCR Resonant Converter
Topology Design3,5

The single-ended SCR resonant converter (Figure 6.8) was discussed
in qualitative terms in Section 6.3. A more quantitative analysis con-
taining some simplifying approximations is presented here, but it is
not accurate enough to permit a workable design. A more rigorous
discussion would require computer analysis of the circuit.

The circuit is shown again in Figure 6.15 in a more useful config-
uration, with the load coupled to the series resonant circuit through

FIGURE 6.15 Single-ended SCR resonant converter.
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an isolating transformer. The circuit is a series-loaded circuit with the
secondary load reflected into the primary in series with the resonating
elements (C1 and L1 + L2). The resonating inductance is the leakage
inductance L1 of T1 plus another discrete inductance L2 to make up
the total inductance required for the desired resonant period. If L2 is
relatively large compared to L1, the unavoidable variation in L1 is not
significant.

Although in series with the resonating elements, the T1 magnetiz-
ing inductance does not affect the resonant period or circuit operation
in most circumstances, as it is shunted by the secondary load resis-
tance reflected into the primary. With an open-circuited secondary,
however, the high impedance of the magnetizing inductance can kill
the Q of the resonant circuit and prevent SCR turn “off.” By gap-
ping the T1 core, the circuit can operate successfully with large values
of Ro .

Recall the basic circuit operation. Assume that the left-hand side of
C1 has been charged up to some DC voltage Vmax higher than Vdc (as
in the boost regulator of Section 1.4.1). When Q1 is fired with a narrow
trigger pulse, Q1 turns “on” and will stay “on” until its current falls
to zero. With Q1 “on,” a voltage step of amplitude Vmax is applied to
all the series elements to the right of Q1. This causes a half sine wave
of current of duration tcr to flow through Q1 in loop La . When the Q1
primary current falls to zero at t, it reverses and continues flowing as
a half sine wave of duration td through D1.

At low loads, the durations of the Q1 and D1 half sine waves (tcr and
td ) are close to π

√
(L1 + L2)C1. At higher loads, tcr increases somewhat

and td decreases. If td at its minimum is longer than the tq time of the
SCR, the SCR will automatically extinguish, and can safely sustain
forward voltage without falsely refiring. During the “off” time toff =
(t3 − t2), current in L3, which is chosen at least 20 times (L1 + L2),
charges C1 back to its original voltage Vmax, and Q1 can be fired again.
The cycle repeats with a triggering period

tt = tr + toff = (2π
√

(L1 + L2)C1) + toff

The SCR and diode primary currents produce similarly shaped sinu-
soids in the secondary, N(= Ns/Np) times as large. They are rectified
and summed by rectifier diodes D3, D4 as shown in Figure 6.15c. The
average of these secondary current pulses is produced by Co without
an output inductor, and is equal to the DC output current.

The output voltage is regulated by varying the triggering period to
maintain a constant average output current. As the DC input voltage
or output resistance Ro increase, tt is increased by a feedback loop
to maintain constant output voltage. As the input voltage or output
resistance decrease, tt is decreased.
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6.4.5.1 Minimum Trigger Period Selection
The peak SCR and diode currents (Ipcr, Ipd) of Figure 6.15b are de-
termined by the peak voltage to which the resonating capacitor C1
is charged. These peak currents must be known in order to fix the
triggering period and hence the average output current and voltage.

SCR voltageVscr waveshapes are shown in Figure 6.15d– f for max-
imum, intermediate, and zero output power. At the instant of an SCR
trigger pulse, C1 has been charged up to a voltage Vmax and hence
has stored energy C1 (Vmax)2/2. At t2, some of this energy has been
delivered to the load by the SCR and diode half sine waves.

At intermediate powers, there still is some energy left in the ca-
pacitor. When the diode current has fallen back to zero at t2, the left
side of C1 is unclamped and current from L3 starts charging C1 up.
With some voltage still across C1, Vscr first steps up by the amount
of that voltage Vmin and then starts rising more slowly as shown in
Figure 6.15e .

At maximum load, all the stored energy has been delivered to the
load by the end of an “off” time at t0, and hence at the start of the
next “off” time at t3, there is no remaining voltage on C1 and hence
no front-end step as shown in Figure 6.15d.

At zero DC load, all the energy stored in C1 at the end of an “off”
time still remains at the start of the next “off” time. Hence Vmax is
equal to Vmin as in Figure 6.15 f . From the waveshapes in Figure 6.15d
to 6.15 f , the minimum triggering period tt can be established. Since
the inductor L3 cannot support a DC voltage, the average voltage at
its output end must equal that at its input end, which is Vdc. Thus

Vdc = Vmax + Vmin

2
toff

tt

or

Vmax + Vmin = 2Vdctt
toff

(6.9)

And from Figure 6.15d, at maximum load Vmin = 0 and

Vmax = 2Vdctt
toff

From Figure 6.15b, toff = tt – tr , so

Vmax = 2Vdc

1 − tr/tt
(6.10)

From Eq. 6.10, Vmax is calculated for various ratios of tr/tt for an off-
line converter. Maximum power occurs at minimum AC line input
and maximum DC output current, since those are the conditions for
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tr /tt Vmax (at Vdc = 138 V) Vmax, V
0.7 6.6 Vdc 911

0.6 5.0 Vdc 690

0.5 4.0 Vdc 552

0.4 3.3 Vdc 455

0.3 2.9 Vdc 393

TABLE 6.1

maximum SCR current. Assume that nominal and minimum line in-
puts are 115 and 98 V AC, respectively, giving approximately 160 and
138 V of rectified DC. For the minimum Vdc of 138 V from Eq. 6.10,
we can construct Table 6.1.

From Table 6.1, a good compromise choice for tr/tt is 0.6. This still
permits using a reasonably inexpensive 800-V SCR. For tr = 16 μs,
the resonant half period is 8 μs, which allows the “on”-turning SCR to
spend most of its “on” time at a low anode-to-cathode voltage (Figure
6.5). Then tt , the minimum trigger period, is 26.6 μs (maximum trigger
frequency is 38 kHz). In regulating down to lower output power, the
minimum trigger frequency will be about one-third of that or about
13 kHz—not too far down into the audible range.

6.4.5.2 Peak SCR Current Choice and LC Component Selection
The peak SCR and diode D1 currents are shown in Figure 6.15b. Like
the half bridge (Section 6.4.2), assume that the peak diode current is
one-fourth the SCR current. Rectified secondary currents are as shown
in Figure 6.15c. The average of those currents for a T1 turns ratio N is

Is(av) = 2Ipp N
π

tr
2tt

+ 2Ipp N
4π

tr
2tt

= 1.25Ipp N
tr
π tt

(6.11)

in which Ipp is the peak primary current (Figure 6.15b). This is equal
to the average or DC output current at minimum line input and max-
imum current output. The output voltage at minimum output load
resistance Ro is

Vo = 1.25NIpp Ro
tr
π tt

(6.12)

The transformer turns ratio must be chosen and the magnitudes of the
resonant LC components selected to yield the peak resonant currents
given above.
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As in Section 6.4.2 per the suggestion in the Chambers paper,9 select
the T1 primary voltage to be 60% of the voltage across the entire loop
(points A to B in Figure 6.15a ). This is the 0.6Vmax of Eq. 6.10, which
is clamped through the turns ratio N against the output voltage plus
one diode rectifier drop. Then

N = 0.6Vmax

Vo + 1
(6.13)

When the SCR is fired, the voltage applied to the series resonant
circuit elements is Vap = Vmax + 0.6Vmax = 1.6Vmax and the peak
amplitude of the half-sine-wave SCR current pulse is

Ipp = Vap√
(L1 + L2)/C1

= Vmax√
(L1 + L2)/C1

(6.14)

Since maximum DC output current in Eq. 6.11 is specified, and all
other terms in that relation are known (Eq. 6.13 and Table 6.1),
Eq. 6.14 gives the ratio (L1 + L2)/C1. Also since the resonant period
tr was chosen in Section 6.4.5.1 as 16 μs, we obtain

tr = 2π
√

(L1 + L2)C1 = 16 × 10−6 (6.15)

Between Eqs. 6.14 and 6.15, there are two unknowns and two equa-
tions and so both C1 and (L1 + L2) are determined.

6.4.5.3 Design Example
Design a single-ended SCR resonant converter with the following
specifications:

Output power 1000 W

Output voltage 48 V

Output current 20.8 A

AC input, nominal 115 V AC RMS

AC input, minimum 98 V AC RMS

Rectified DC, nominal 160 V

Rectified DC, minimum 138 V

From Table 6.1, chose tr/tt = 0.6, giving Vmax = 690 V. From
Eq. 6.13

N = 0.6Vmax

Vo + 1

= 0.6 × 690
49

= 8.44
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From Eq. 6.11

Is(av) = Io(dc) = 20.8 = 1.25Ipp N
tr
π tt

= 1.25Ipp × 8.44
(

0.6
π

)

or Ipp = 10.3 A. Then, from Eq. 6.14

Ipp = 10.3 = 1.6Vmax√
L1 + L2)/C1

= 1.6 × 690√
(L1 + L2)/C1

or √
(L1 + L2)

C1
= 107.8 (6.14a)

From Eq. 6.15

tr = 16 × 10−6 = 2π
√

(L1 + L2)C1

or √
(L1 + L2)C1 = 2.55 × 10−6 (6.15a)

and from Eqs. 6.14a and 6.15a, C1 = 0.024 μF, L1 + L2 = 275 μH.
A lower value for tr/tt would yield lower maximum SCR voltage

stress (Table 6.1) and possibly greater reliability. This would result
in larger tt (lower trigger frequency), and at low output power, the
resulting tt (Eq. 6.12) would bring the trigger frequency down far into
the audible frequency range.

6.5 Cuk Converter Topology—Introduction14–16

In its specialized area of application, this is a very imaginative and
valuable topology. Its major advantage is that both input and output
ripple currents are continuous, i.e., there is no time gap where the rip-
ple current falls to zero. In contrast, the buck regulator of Figure 1.4
has continuous output current if Lo is made sufficiently large (Figure
1.4 f ), but input current is discontinuous (Figure 1.4d). In the boost
regulator (Figures 1.10 and 1.11), input current is continuous (Figure
1.11, IL1) but the output current through the rectifier diode is discon-
tinuous (Figure 1.11, ID1).



C h a p t e r 6 : M i s c e l l a n e o u s T o p o l o g i e s 255

In applications where very low input and output noise are essential,
it is important to have the input and output ripple currents ramp up
and down without switching to zero as in Figure 1.4 f . At the inputs
of most topologies (forward converters, push-pulls, bucks, flybacks,
and bridges), this is usually done by adding an RFI input filter, but
this adds cost and space.

6.5.1 Cuk Converter—Basic Operation
Both input and output current are continuous in the Cuk converter
(Figure 6.16a ) as seen in Figure 16.6e and 6.16 f . By making L1 and
L2 sufficiently large, the amplitude of the current ramps can be made
extremely small. As discussed below, by winding L1 and L2 on the
same core, the ripple amplitude can be reduced to zero.

The circuit in its basic form is shown in Figure 6.16a with common
input and output DC return. Input and output returns can be DC
isolated by adding a transformer, as will be discussed below.

In its basic non-isolated version, the circuit works as follows (see
Figure 6.16a ). When Q1 turns “on,” V1 goes steeply negative to ap-
proximately zero volts. Since the voltage across a capacitor cannot
change instantaneously, V2 goes negative an equal amount, reverse-
biasing D1 as seen in Figure 6.16c and 6.16d . With Vdc across L1,
its current ramps up linearly, adding to its stored energy. Before Q1
turned “on,” the left-hand end of C1 was charged up to voltage Vp ,
and its right-hand end was clamped to common via D1. The stored
energy in C1 was C1V2

p /2.
When Q1 turns “on,” C1 acts a battery delivering current down

through Q1, up through Ro , and back through L2 into the right-hand
end of C1. Thus the stored energy in C1 and in L2 delivers power into
Ro , and charges the output filter capacitor to a negative voltage –Vo .

When Q1 turns “off,” V1 goes positive to some voltage Vp , and V2
follows it up but gets clamped to common by D1 as discussed above.
Now with the left-hand end of L2 at common and the right-hand end
at –Vo, the current in L2 flows down through D1, up through Ro, and
back into the right-hand end of L2.

When Q1 is “on,” current in L1 ramps up at a rate dI/dt = Vdc/L1
(Figure 6.16e). Since V2 has gone down by the same amount as V1
(Vp), the left-hand end of L2 is at –Vp and current in L2 ramps up at
a rate dI/dt = (Vo − Vp)/L2 as seen in Figure 6.16 f .

When Q1 is “off,” V1 has risen to a voltage Vp that is higher than
Vdc, and current in L1 ramps downward at a rate dI/dt = (Vp−Vdc)/L1
(Figure 6.16e).

With Q1 “off,” the left-hand end of L2 is clamped to common
through D1 and with its right-hand end at –Vo , current in L2 ramps
downward at a rate di/dt = Vo/L2 as in Figure 6.16 f . If L1, L2 are
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FIGURE 6.16 Basic Cuk converter with input and output not isolated, and
significant voltage and currents.

made large enough, these ramp currents average to a non-zero DC
level.

6.5.2 Relation Between Output and Input
Voltages, and Q1 “on” Time

Since L1 has close to zero DC resistance, it cannot support a DC volt-
age. Hence the voltage at its bottom end (V1), averaged over one cycle,
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must equal the DC voltage at its top end (Vdc). This is equivalent to
stating that in Figure 6.16c, the area A1 in volt-seconds is equal to the
area A2. Thus

Vp
toff

T
= Vdc (6.16a)

or

Vp = Vdc
T

toff
(6.16b)

Since the voltage change at V2 equals the voltage change at V1, the
bottom end of the V2 voltage is at –Vp during ton. During toff, the top
end of V2 is clamped close to 0 V by diode D1.

Similarly, since L2 cannot support a DC voltage, the average over
one cycle at its left-hand end (V2) must equal the DC voltage at its
right-hand end (–Vo ). This is equivalent to stating that in Figure 6.16d,
the area A3 in volt-seconds is equal to the area A4. Thus

Vp
toff

T
= Vo (6.17a)

or

Vp = Vo
T
ton

(6.17b)

Equating relations 6.16b and 6.17b yields

Vo = Vdcton

toff
(6.18)

It is seen from Eq. 6.18 that the magnitude of the DC output volt-
age can be less than, equal to, or greater than the DC input voltage
depending on the ratio ton/toff.

6.5.3 Rates of Change of Current in L1, L2
It is interesting to note that for L1 = L2, the upslopes of current in
L1 and L2 during ton are equal and their downslopes during toff are
also equal. This is shown in Figure 6.16e and 6.16 f . It is this fact that
makes it possible to reduce current ripple at the input completely to
zero and makes this Cuk converter an ultra-low-noise circuit.

Equality of upslope and downslope currents can be shown as fol-
lows. During ton, the upslope of L1 current is

+di1

dt
= Vdc

L1
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and again during ton, the upslope of L2 current is

+di2

dt
= Vp − Vo

L2

From Eqs. 6.16a and 6.18

+di2

dt
= 1

L2

(
VdcT
toff

− Vdcton

toff

)

= Vdc

L2toff
(T − ton)

= Vdc

L2

and for L1 = L2 the upslopes of current in the inductors are equal
during ton.

Now consider the downslopes of current during toff. In L2, −di2/

dt = Vo/L2, and from Eq. 6.18

−di2

dt
= Vdc

L2

ton

toff
(6.19a)

and in L1, −di1/dt = (Vp − Vdc)L1. But from Eq. 6.16b

−di1

dt
= (VdcT/toff) − Vdc

L2

= Vdc

L2

T − toff

toff

= Vdc

L2

ton

toff
(6.19b)

Thus for L1 = L2, the downslopes of the inductor currents during
toff are equal, and of magnitude given by Eq. 6.19a and 6.19b. This is
seen in Figure 6.16e and 6.16 f .

6.5.4 Reducing Input Ripple Currents to Zero
The current ramps at the input and output can be reduced to zero
yielding pure DC in those lines, if L1 and L2 are wound on the same
core with the polarities as shown in Figure 6.17.

If L1, L2 are wound on the same core as in Figure 6.17, the assembly
is a transformer. During the “on” time, current flows from Vdc into the
dot end of L1 in an upgoing ramp as seen in Figure 6.16e . But in L2, its
dot end is positive with respect to its no-dot end, and by transformer
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FIGURE 6.17 If L1, L2 are wound on the same core, input and output
ripple currents are very close to zero. The ramp currents into the primary
are bucked out by an equal and oppositely directed ramp rate reflected into
the primary from the secondary. A similar cancellation occurs in the
secondary.

action, it forces a voltage across L1, making its dot end positive with
respect to its no-dot end. This forces a “secondary” current from the
dot end of L1 back into Vdc. This current is a positive-going ramp of
the same upslope as the upslope of current from Vdc.

Since these two upslopes are of equal magnitude (as demonstrated
in Section 6.5.3) but with the currents flowing in opposite directions,
the net current change during ton is zero; i.e., current flow in Vdc is
pure DC. That current is Po E/Vdc, where Po is the output power and
E is the efficiency.

A similar line of reasoning demonstrates that if the coupling be-
tween L1 and L2 is 100%, the current in the load is also pure DC with
no ripple component. That current is Vo/Ro .

Further, since it has been shown that the current downslopes in L1
and L2 during toff are equal, similar reasoning indicates that there are
also no ripple currents in the input or output lines during toff.

6.5.5 Isolated Outputs in the Cuk Converter
In most instances, output returns must be DC-isolated from input
returns. This can be done with the addition of a 1/1 isolating trans-
former as shown in Figure 6.18. Output voltage is still determined
by the ratio ton/toff, and the output polarity can be either positive
or negative, depending on which end of the secondary circuit is
common.

Thus, although the Cuk converter of Figure 6.18 is a very clever way
of producing pure DC input and output currents, the requirement for
two pieces of magnetics (the L1,L2 inductor core and T1) is a high
price to pay for the advantage.
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FIGURE 6.18 By adding a 1/1 isolating transformer, output return is
DC-isolated from input return. Either a positive or negative output is now
possible depending on which end of the secondary is common.

6.6 Low Output Power “Housekeeping” or
“Auxiliary” Topologies—Introduction15–17

These are not strictly “topologies” having a broad range of uses; rather,
they are specialized circuits for unique applications. Since they gen-
erate an output voltage that serves a vital function in any switching
power supply design, they are discussed here as separate topologies.

All the topologies discussed thus far require a low power (1 to
3 W) supply of about 10- to 45-V output. It is used to feed the usual
pulse-width-modulating (PWM) chip for the main “power train,” and
power the logic and sensing circuits that perform various housekeep-
ing functions. Such housekeeping functions may include overcurrent
sensing, overvoltage sensing and protection, remote signaling, and
correction of turn “on” and turn “off” sequencing for each output in
a multi-output supply.

These housekeeping supplies need not always be regulated, since
the usual loads can tolerate a relatively large range of supply voltage
(± 15% maximum). But reliability is improved, and more predictable
operation of the main power train results, if the housekeeping supply
is regulated—usually ±2% is adequate. The important objectives for
these supplies is that they be low in parts count and cost, and occupy
only a small fraction of the space that the main power train occupies,
with all its outputs.
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6.6.1 Housekeeping Power Supply—
on Output or Input Common?

In any new design, an initial major decision must be made as to
whether the housekeeping power supply with the PWM chip that
it powers should be located on output common, which in most cases
is DC-isolated from input common. The main switching power tran-
sistors are located on input common—one end of the rectified AC line
in off-line converters, or at one end of the DC prime power source in
battery-operated DC/DC converters.

To regulate the output voltage, a DC error amplifier must be located
on output common to sense output voltage, compare it to a reference
voltage, and produce an amplified error voltage. This error voltage
is the difference between the reference and a fraction of the output
voltage. The amplified error voltage is then used to control width of
the pulses that drive the main power transistor or transistors, which
are located on input common. A typical example of this is shown in
Figure 2.1.

Since output and input common are DC-isolated, and may be tens
or hundreds of volts apart, the width-modulated pulse cannot be DC-
coupled to the power transistor.

Thus if the error amplifier and pulse-width modulator are on out-
put common (usually in a PWM chip), the width-modulated pulse
is transferred across the output–input barrier, often by a pulse trans-
former. It is the function of the housekeeping supply, whose input
power comes from the prime power source at input common, to pro-
duce the usual 10 to 15 V for the 1 to 3 W of housekeeping power
referenced to output common.

Such a housekeeping supply is also often used when the PWM
chip is located on input common. Although power for the chip can
be derived from an auxiliary winding on the main transformer when
the main power transistor is being driven, if the drive is shut down,
(e.g., for overvoltage or overcurrent reasons), that power goes away
and it is no longer possible to energize remote indicators. Further, on
shutdown, as voltage from the auxiliary winding goes away, supply
voltage for the PWM chip decays. A race condition leading to excessive
pulse width can occur and may cause failures.

In general, it is far more reliable to have a housekeeping supply
that is always present, instead of deriving (“bootstrapping”) it from
an auxiliary winding on the main power transformer.

An alternative method of transmitting a measure of the output volt-
age across the output–input barrier is to width-modulate the power
transistor on input common via an optical coupler. This also re-
quires a housekeeping supply on input common if bootstrapping from
an auxiliary winding on the main power transformer is considered
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undesirable. Some schemes for implementing these housekeeping
supplies are discussed below.

6.6.2 Housekeeping Supply Alternatives
In an attempt to minimize the parts count of housekeeping supplies,
many designers have resorted to single- or two-transistor transformer
coupled, self-oscillating circuits. This saves the space and cost of a
PWM chip or a stable multivibrator for generating the required AC
drive frequency to some kind of a driven converter. Further, by using
a transformer coupled feedback oscillator, adding a separate winding
on the transformer provides output power referenced to any desired
DC voltage. The feedback from a collector to a base winding that
keeps the circuit oscillating also provides sufficient drive to deliver
the required power from the output winding.

Such self-oscillating housekeeping converters are very well covered
in Keith Billings’ handbook.16

These self-oscillating converters appear at first glance to be very at-
tractive because of their simple circuits and low parts counts. Without
additional circuitry, most do not produce regulated DC output volt-
age and have various other shortcomings. Adding circuitry to regulate
the output and overcome any other shortcomings increases internal
dissipation, parts count, and complexity.

At some point it becomes debatable whether these self-oscillating
converters are a better choice than a conventional single-transistor,
low-power, low-component-count driven converter such as a flyback,
fed from its own PWM chip.

With the increasingly lower price of PWM chips, no need for an
output inductor, and regulating output voltage by sensing a slave
winding voltage on input common, the flyback is a viable alternative
to a self-oscillating circuit.

Nevertheless, two of the most frequently considered self-oscillating
types—the Royer and Jensen oscillating converters—are considered
below and compared to a simple flyback.

6.6.3 Specific Housekeeping Supply
Block Diagrams

Figures 6.19 to 6.21 show the block diagrams of three reasonable ap-
proaches to a housekeeping supply where the error amplifier and
pulse width modulator are in a PWM chip on output common.

6.6.3.1 Housekeeping Supply for AC Prime Power
Figure 6.19 shows the simplest and most frequently used scheme
when the prime power is AC. A small (usually 2- to 6-W) 50/60-Hz
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FIGURE 6.19 For an off-line converter, the simplest housekeeping supply is
a small (2-W) 60-Hz isolating transformer with its secondary generating a
rectified 15 V, referenced to output common. This is followed by an
inexpensive linear regulator (12-V output) that is referenced to output.

transformer is powered from the AC input and has its secondary ref-
erenced to output common. Such transformers are available from a
large number of manufacturers and have tapped primaries so that
they can be fed from either 115 or 220 V AC—either 50 or 60 Hz.

Typical sizes are 1.88 × 1.56 × 0.85 in for a 6VA unit or 1.88 × 1.56 ×
0.65 in for a 2VA unit. They come with a large range of standard sec-
ondary voltages and usually have two secondaries that can be wired
in series for a full-wave center-tapped output rectifier or in parallel for
a bridge output rectifier. The secondary is rectified and filtered with
a capacitor input filter, and the rectified DC is returned to output or
input common as desired.

FIGURE 6.20 A housekeeping supply for DC input voltage. When AC
voltage is not present to provide a rectified DC at output common, a simple
magnetically coupled feedback oscillator fed from the DC at input common
is used as a DC/DC converter to provide output voltage to a PWM chip on
output common. The housekeeping supply output is proportional to the
input voltage. A regulator may be unnecessary if the main PWM chip can
tolerate ±10% input voltage variation.
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FIGURE 6.21 A minimum-parts-count flyback as a housekeeping supply.
Although this approach may have more parts than Figure 6.20, it generates a
regulated output V2 without requiring any linear regulators, and at the 2- to
3-W power level, may require less input power than that shown in Figures
6.19 and 6.20.

The rectified DC will have the same tolerance as the AC input—
usually ±10%. Since most PWM chips can accept DC inputs ranging
from 8 to 40 V, it is not essential to regulate the output. But in general,
safer and more predictable performance results if the output is regu-
lated. Thus, the transformer secondary voltage frequently is chosen to
yield a rectified DC voltage of about 3 V above the desired regulated
DC voltage and an inexpensive integrated-circuit linear regulator in a
TO-220 package is added in series after the filter capacitor as shown in
Figure 6.19. The configuration is usually designed to yield a regulated
± 12-V output and achieves an efficiency of about 55% at 3-W output
at a 10% high-line input.

6.6.3.2 Oscillator-Type Housekeeping Supply for AC Prime Power
When the prime input power is DC, there is no AC voltage easily
available to produce a rectified DC at output common. Figure 6.20
shows a configuration often used in this case.17 A simple magnetically
coupled feedback oscillator fed from the DC input produces high-
frequency square-wave output in a secondary referenced to output
common.

The secondary is rectified and filtered with a capacitor input fil-
ter, and the resultant DC is returned to output common. Because
of the high-frequency square wave, the filter capacitor after sec-
ondary rectification is far smaller than for the 60-Hz rectifier-filter of
Figure 6.19.

The rectified DC output in such a scheme is most often proportional
to DC input voltage. Thus, if DC output voltage variation of about
±10% is acceptable, this is a very efficient and low-component-count
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scheme if an efficient oscillator is available. There are a number of
oscillator configurations that can achieve efficiencies of 75 to 80% at
an output power level of 3 W.16 One particularly useful oscillator, the
Royer circuit, will be discussed below.

If regulated DC output is required, the oscillator is preceded by an
integrated-circuit linear regulator as shown in Figure 6.20. Adding
the linear preregulator would drop the worst case total efficiency
down to about 44%, assuming a telephone industry supply where the
maximum DC input is 60 V and the linear preregulator drops that to
35 V—just below the minimum specification for a telephone industry
supply.

By replacing the linear regulator of Figure 6.20 with a simple buck
regulator at a small increase in parts count and cost, efficiency can be
brought up to 70 and possibly 75% at the 3-W output power level.

6.6.3.3 Flyback-Type Housekeeping Supplies for DC Prime Power
With the added cost and component count needed to produce regu-
lated DC in the scheme of Figure 6.20, simple self-oscillator schemes
begin to lose their attractiveness. Figure 6.21 shows a third alternative
for the housekeeping supply. It is a simply flyback driven from one of
the many inexpensive current PWM chips. It is powered from the DC
prime power at input common and a secondary winding W1 delivers
DC voltage referenced to output common.

In Figure 6.21, the PWM chip is powered via emitter-follower Q3
at initial turn “on.” The Q3 output voltage is one base-emitter voltage
drop less than the 10-V zener diode Z1. The resulting 9-V output at the
Q3 emitter is enough to power the PWM chip (U1) that commences
driving flyback transistor Q1 and delivers, via W1, output power to
the main PWM chip (U2) on output common.

As U1 is now powered via Q3, a bootstrap winding Wf on the
flyback transformer starts generating output voltage. The number of
turns on Wf is chosen to produce about 12 V at filter capacitor C1,
which is higher than the 9 V at that point when it is being fed from
the Q3 emitter. With the emitter of Q3 at 12 V and its base at 10 V, its
base is reversed-biased and it turns “off.” The auxiliary PWM chip on
input common now continues to be powered from Wf , and the main
PWM chip on output common continues to be powered via W1.

Resistor R2 is chosen small enough to deliver the current required
by U1 during the initial turn “on” interval. Dissipation in R2 is neg-
ligible as that interval lasts only a few tens of microseconds. Resistor
R1 carries current continuously but dissipates very little power as it
carries only the Q3 base current, which needs to be only about 1 mA
to supply the initial startup current of about 10 to 20 mA for U1.

The error amplifier in U1 senses its own bootstrapped supply volt-
age V1 and keeps it constant as a “master.” The output voltage V2 from
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W1 is a “slave” and is also quite constant (within 1 to 2%) as slaves
track the master very well in a flyback topology.

6.6.4 Royer Oscillator Housekeeping
Supply—Basic Operation17,18

This configuration is shown in Figure 6.22a . It was one of the earliest
applications of transistors to power electronics and was conceived in
1955, only a few years after transistors were invented.1

It was used to generate square-wave AC and with rectification, as
a DC/DC converter up to a power level of a few hundred watts.
In its original form, it had two significant drawbacks that limited its
usefulness and in some cases made it unreliable, but with the addition
of three small changes and with more modern components, it has
become a valuable circuit at power levels as low as 10 W and up to
300 W.

The original basic Royer oscillator shown in Figure 6.22a works
as follows. It is a push-pull circuit with positive feedback from the
collectors to the base windings to keep it oscillating. The positive
feedback can be seen from the dots on the collector and base windings.

Assume that Q1 is “on” and is in saturation. The no-dot end of the
primary Np1 is positive, and hence the no-dot end of the base winding
Nb1 is also positive. Voltage across Np1 is Vdc (assuming negligible
Vce drop). Np1 delivers output current to the load via Ns1 and also
enough current to the Q1 base via Nb1 and R1 to keep Q1 “on” and in
saturation at the maximum current reflected into the primary by the
minimum Ro .

The T1 transformer core is made of material with a square hystere-
sis loop, as seen in Figure 6.22b. Assume that when Q1 turned “on”
initially, the core was at point C on its hysteresis loop. With a voltage
Vdc across Np1, the rate of change of flux density in the core is given
by Faraday’s law as

dB
dt

= Vdc × 10+8

Np1 Ae
(6.20)

The core moves up the hysteresis loop from negative saturation −Bs
to positive saturation +Bs along the path CDE. The time required for
this is given by Eq. 6.20 as

T1 = T
2

= dBN p1 Ae × 10−8

Vdc

= 2Bs Np1 Ae × 10−8

Vdc
(6.21)
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FIGURE 6.22 (a ) Basic Royer oscillator. (b) Square hysteresis loop of T1 core.
(c) Characteristic high current spikes at end of “on” time. These spikes are a
major drawback in Royer oscillators. As long as the core is on the vertical
part of its hysteresis loop, the positive feedback from Np to Nb windings
keeps a transistor “on” and in saturation. When the core has moved to either
the top or the bottom of its hysteresis loop, coupling between the collector
and base windings immediately drops to zero as the core permeability in
such a square loop material is unity. The “on” transistor’s base voltage and
current drop to zero, and its collector voltage starts to rise. Some small
residual air coupling couples this rising collector voltage into the opposite
base, and by positive feedback, the opposite transistor turns “on.” In one half
period, the core moves along the path CDEF, then in the next half period
along the path FEGHBA.
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When the core has reached point E , it is saturated, its permeability
is close to unity, and coupling between the Q1 collector and base
windings suddenly drops to zero. The Q1 base current quickly drops
to zero and Q1 collector voltage starts rising.

A small residual air coupling from the dot end of Np1 to the dot end
of Nb2 starts turning Q2 “on.” As it commences turning “on,” positive
feedback from the Np2 to the Nb2 winding speeds up the turn “on”
process until Q2 is fully “on.” When Q1 was “on,” the no-dot end of
Np1 was positive and the core moved up the hysteresis loop. With Q2
“on,” the dot end of Np2 is positive and the core is driven back down
the hysteresis loop along the path EGHBA.

It requires the same T/2 given by Eq. 6.21 to move back down the
hysteresis loop. The preceding cycles repeat and the circuit oscillates
at a frequency given by

F = 1
T

= Vdc × 10+8

4Bs Np Ae
(6.22)

In Figure 6.22a , the function of resistor R3 is to start the circuit
oscillating. When Vdc is first applied, neither Q1 nor Q2 is “on” and
the above cycles cannot commence. Current from Vdc flows down
through R3 to the base windings center tap, the half base windings,
the base resistor, and then the bases, and the cycle can now start.

In general, the transistor with the highest gain will be the one to turn
“on” first. Once the circuit is oscillating, base current flows from the
base winding, through its base resistor, its base, out of the transistor
emitter, through D1, and back into the base winding center tap.

The circuit of Figure 6.22a shows only one of many possible base
drive configurations. The base resistors shown serve to limit base cur-
rent that may be excessive at high temperature and cause long tran-
sistor storage delay. Collector current may be limited with emitter
resistors. Baker clamps (to be discussed in a later chapter on bipolar
base drives) may be used to make the circuit less sensitive to load
changes, production spread in transistor gain, and temperature.

6.6.4.1 Royer Oscillator Drawbacks17

The basic Royer oscillator has two major drawbacks, but these can be
corrected by quite simple means. The effect of the first drawback can
be seen in Figure 6.22c as an ultra-high-current spike at the end of a
transistor “on” time. This spike may last only 1 to 2 μs but may be
three to five times the current prior to the spike.

The spike occurs at a collector voltage about equal to the supply
voltage and thus adds significantly to the transistor dissipation. Since
it comes at simultaneously high current and voltage, it may exceed the
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safe operating area (SOA) boundary and cause failure by “secondary
breakdown” even if the average dissipation is low.

The spike is inherent to the very nature of the Royer oscillator, and it
can be explained as follows. During the time—say—Q1 is “on,” Q2 has
a reverse bias and is held “off” (observe the dots at the base windings).
When the core has moved up—say, to the top of its hysteresis loop—it
saturates, the windings can no longer support voltage, and the Q1
collector voltage rises.

However, its base voltage does not immediately go negative to
turn “off” collector current. It goes negative only after the stored base
charges drain away and Q2 has turned “on” sufficiently to produce
a solidly negative voltage at the no-dot end of Np2 and hence at the
no-dot end of Nb1. During this delay between core saturation at the
end of one “on” time and the flopover to the opposite transistor turn
“on,” the “off”-turning transistor operates with high collector voltage
and a high-current spike and may fail.

The second drawback is really a partial cause of the first. It is the
long delay between core saturation on one side and turn “on” of the
opposite transistor. During this delay, voltage at the base of the “off”-
turning transistor hangs on at about 0.5 V, and drifts slowly negative
before being pulled down abruptly by the opposite transistor turning
solidly “on.”

While the “off”-turning base is drifting slowly down from the 0.5-V
level, the transistor is still partially “on” at a high collector-to-emitter
voltage. While the base hangs on thus, the partially “on” transistor will
often oscillate at a very high frequency. This can easily be corrected
with small capacitors—empirically chosen between 100 and 500 pF—
cross-coupled from the collectors to the opposite bases.

There is a further drawback in that the oscillator square-wave fre-
quency is directly proportional to supply voltage (Eq. 6.22). There
are many systems-related objections to a variable-frequency switch-
ing power supply. They all relate to the fact that any RFI generated
will cover a wider and more continuous frequency spectrum with a
variable frequency, as opposed to a fixed-frequency switching power
supply.

Figure 6.23 shows the schematic and critical waveforms for a typical
Royer oscillator DC/DC converter for 2.4-W output operating from
38 V DC—the minimum specified input for a telephone industry
power supply.

The Royer oscillator is clearly low in parts count, but the waveform
on the bottom-right of Figure 6.23 shows the aforementioned spikes
at the end of turn “on” and also in this case at the start of turn “on.”
Collector voltages are shown in the waveform on the left. The low
efficiency of only 50.6% is a consequence of the dissipation due to the
current spikes at turn “on” and turn “off.”
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FIGURE 6.23 A typical Royer oscillator using a square hysteresis loop core,
frequently used as a low-power “housekeeping supply” to power a PWM
chip on output common, with its own power derived from the power source
on input common. The high-current spikes at the end of “on” time and often
at start of turn “on” make it unreliable and undesirable despite its low parts
count.
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6.6.4.2 Current-Fed Royer Oscillator19

By simply adding an inductor in series with Royer transformer center
tap, the aforementioned current spikes at turn “off” and turn “on” are
eliminated and efficiency is greatly increased.

The addition of the series inductor makes the circuit constant-
current-fed as opposed to voltage-fed, and achieves all the advantages
of current-fed topologies discussed in Section 5.6. The series inductor
helps in the following way. When the core has saturated on one side,
the associated transistor commences having a large current spike with
a large di/dt. Since the current in an inductor cannot change instan-
taneously, the voltage at the transformer center tap drops down to
common and the collector current is limited to the value it had just
prior to core saturation.

The start current from R3 turns “on” the opposite transistor and
both transistors are “on” simultaneously for at least the duration of
the storage time in the “off”-turning transistor. This transistor turns
“off” at zero collector-to-emitter voltage—the condition for minimum
transient turn “off” dissipation (Section 2.2.12.1). The “on”-turning
transistor turns “on” at zero collector-to-emitter voltage, which also
minimizes transient turn “on” losses.

The benefits of this current-fed Royer can be seen in Figure 6.24.
There the Royer circuit of Figure 6.23 was fed from an adjustable
voltage power supply through a series 630-μH inductor (50 turns on
a 1408-3C8 ferrite core with a total 2-mil air gap).

The transistor currents shown in Figure 6.24 show no sign of an end
of “on”-time spike. The numerical data of Figure 6.24 are summarized
in Table 6.2.

It is seen from Table 6.2 that efficiency averages about 71% with a
constant load over the 38- to 60-V range of telephone industry speci-
fications for power supplies. This compares favorably with the 50.6%
efficiency for the same Royer and 49.8-� load resistor, but without the
series input inductor (Figure 6.23).

The voltage drop down to zero at the transformer center tap due to
the input inductor is clearly seen in Figures 6.24 and 6.25.

If output voltage variations of 11 to 18 V for input changes of 38
to 60 V were acceptable, the unregulated, current-fed Royer DC/DC
converter would be a good choice because of its very low parts count.

6.6.4.3 Buck Preregulated Current-Fed Royer Converter
In many applications, regulated output voltage is required. Output
voltage regulation can be achieved with very little more complexity
and cost by preceding the Royer with a buck regulator as in Figures
6.26 and 6.27. Since buck regulators can quite easily be built with effi-
ciencies of 90%, total efficiency does not suffer too much even though
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FIGURE 6.24 Waveform in a current-fed Royer oscillator. By adding an
inductor in series between Vcc and the transformer center tap, the
high-current spikes at the start and end of the transistor “on” time
(Figure 6.22c) are eliminated and efficiency improves greatly. This occurs
because the center tap voltage drops to zero when both transistors are
simultaneously “on” for a brief instant at each transition. Waveforms are for
the circuit of Figure 6.22a with an inductor of 630 μH in series with Vcc at 38,
50, and 60 V.
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Efficiency,
Vdc(in), V Idc(in), mA Pin, W Vout, V Ro, Ω Pout, W %

38.0 96 3.65 11.24 49.8 2.54 69.6

50.0 127 6.37 15.05 49.8 4.55 71.4

60.0 151 9.03 18.08 49.8 6.56 72.7

TABLE 6.2

the power is handled twice—in the buck and in the Royer. Figure
6.27 shows the composite efficiency ranges from 57.9 to 69.5% over an
input voltage range of 38 to 60 V and an output power range of 2.3 to
5.7 W.

In Figure 6.27, the buck regulator loop senses the output of the buck
itself, keeping it constant and running the Royer open loop. This is
often good enough, since the Royer output voltage is constant for
constant input voltage and has quite good open-loop load regulation.

FIGURE 6.25 (a ) Voltage across the emitter resistors in Figure 6.22 with a
1630 μH inductor in series with T1 center tap. (b) Circuit as in Figure 6.24,
showing T1 center tap voltage dropping to zero at each transmission.
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FIGURE 6.26 A buck regulator driving a current-fed Royer DC/DC
converter for constant Vo load. Feedback can be taken from the buck
output, with the Royer DC/DC-converter operated open loop. This yields
regulation of better than 0.5% with an input change from 38 to 60 V, but
load regulation of only ±5%. For better load regulation, feedback is taken
from the bootstrapped slave output, which is referenced to input common
as shown.

In Figure 6.27 it is seen that output voltage change over the above-
mentioned line and load changes was only from 9.79 to 10.74 V—
adequate for a housekeeping power supply.

If better load regulation is desired, the error amplifier in the buck can
sense a bootstrapped slave secondary off the main power transformer
as described in Section 6.6.3.3 and Figure 6.21.

The circuit details for the data of Figure 6.27 are shown in Figure
6.26.

6.6.4.4 Square Hysteresis Loop Materials for Royer Oscillators
The transformer core for a Royer oscillator must have a square hys-
teresis loop. If the loop is not square, turn “on” flipover from one
transistor to the other will be sluggish, and in the worst case may not
occur.

The “on” transistor may push the core to the top of the hysteresis
loop and hang up there, delivering sufficient base drive to keep itself
“on,” yet not turning the opposite transistor “on.” If this occurs, the
partially “on” transistor will fail in a few tens of microseconds.

Most ferrite core materials do not have a sufficiently square hys-
teresis loop, but there are various other materials that do. The earliest
material was an alloy of 79% nickel, 17% iron, and 4% molybdenum
available from a number of manufacturers under various trade names.
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FIGURE 6.27 Waveforms and data on the current-fed Royer of Figure 6.26
driven from a buck regulator. Feedback is from the buck output.
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Magnetics Inc. has probably the largest selection of standard core sizes
made from its material called Square Permalloy 80. Other manufac-
turers’ trade names for roughly the same material are 4-79 Permalloy,
Square Mu 79, and Square Permalloy. The material has a saturation
flux density ranging between 6600 and 8200 G.

The material is produced in a thin tape, wound into a toroidal core,
and then encased in aluminum or a nonmetallic case. The tape is
available in 1- or 1/2-mil thickness. Core losses increase rapidly with
frequency, and just as with power transformers, in which higher fre-
quencies require thinner laminations to minimize losses, the 1/2-mil
tape cores should be used beyond 50 kHz. Beyond 100 kHz, losses in
even the 1/2-mil cores become prohibitive.

In the 1980s, “amorphous” magnetic material with low losses at
high frequencies for flux swings between +Bs and −Bs became avail-
able. It permits building Royer oscillators of up to 200 kHz with ac-
ceptably low losses and core temperature rise.

After Pressman Be careful when designing single transformer Royer
self-oscillating circuits using the very square loop “amorphous” magnetic
material. Oscillation requires flyback action from the core and some of these
materials have a flux remnants value (Br) very near the saturation value, so
the core will latch in the saturated state and will not oscillate. ∼K.B.

Amorphous cores are manufactured in the United States under the
trade name Metglas by Allied Corporation and Magnetics Inc., and by
Toshiba under the trade name Amorphous-MB. These core materials
have saturation flux densities ranging between 5700 and 6200 G.

Since they are made of thin tapes, all of these square-loop cores
have relatively low iron area compared to ferrite cores. Thus at the
same frequency, they require more turns than would a ferrite core, if
a square-loop ferrite core were available.

However, the number of turns for a Royer is no problem with the
small-area tape-wound cores, as can be seen from Eq. 6.22, which
shows that the required number of turns is inversely proportional to
saturation flux density, frequency, and iron area. Although the iron
area of the tape-wound cores is small, their saturation flux density
is close to twice that of any available square hysteresis loop ferrite.
Since Royers with tape-wound cores can be built at 50 to 200 kHz
where fewer turns are necessary, there is no problem with excessive
turns.

Nevertheless, if a ferrite core is desired because of its larger iron
area, there are a few sources of a square hysteresis loop ferrite core.
One such is material Type 83 from the Fair-rite Corporation (Wallkill,
New York). It has a saturation flux density of 4000 G, but its losses
operating at±4000 G are sufficiently high that the maximum operating
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Saturation flux Core losses* W/cm3

Core material density, G 50 kHz 100 kHz

Toshiba MB 6000 0.49 1.54

Metglas 2714A 6000 0.62 1.72

Square Permalloy 80 (1/2 mil) 7800 0.98 2.26

Square Permalloy 80 (1 mil) 7800 4.2 9.6

Fair-rite Type 83 4000 4.0† 30.0

∗For flux excursions between positive and negative saturation
†1 W/cm3 at 25 kHz

TABLE 6.3

frequency is 50 kHz. Available square hysteresis core materials are
listed in Table 6.3.

It should be noted that most of these tape-wound cores have rela-
tively small radiating surface area and hence high thermal resistance
(in the range of 40 to 100◦C/W). Unless bound to a heat sink, total
losses should be kept under 1 W.

Hysteresis loops for the above materials are shown in Figure 6.28.

6.6.4.5 Future Potential for Current-Fed Royer
and Buck Preregulated Current-Fed Royer

It may seem surprising in a text on modern power supply design
to devote much space to the Royer circuit, which was cast aside 30
years ago, but the Royer, operated in the current-fed mode, with small
collector-to-opposite-base flipover capacitors, and with the new low-
loss amorphous cores, is very attractive in many applications.

If line regulation is not required, it is extremely low in parts count
(Figures 6.23 and 6.24). Its major fields of application are where
prime input is low-voltage DC—e.g., 48 V for telephone industry
supplies, 28 V for aircraft supplies, and 12 or 24 V for automotive
supplies.

With the new available cores, they can generate up to 200 or possibly
300 W. Since they require no output inductors, they can easily generate
high voltage—with a multi-turn secondary or an output voltage mul-
tiplier. If regulated output voltage is required, they can be preceded
by a high efficiency buck regulator (Figures 6.26 and 6.27).

It appears at this writing that in the coming years, there will
be widespread renewed interest in the current-fed Royer oscillator
DC/DC converter.
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FIGURE 6.28 A low-power flyback housekeeping power supply with
isolated output Vo .

6.6.5 Minimum-Parts-Count Flyback
as a Housekeeping Supply

The low-power flyback scheme of Figure 6.21 as a housekeeping sup-
ply is detailed in Figure 6.28.

The circuit was designed as discontinuous-mode flyback from the
design relations presented in Chapter 4. It was designed for 6 W of out-
put power at a switching frequency of 50 kHz from a supply voltage
of 38 to 60 V—the usual range for a telephone industry power supply.
The circuit as is can easily deliver twice the output power without
overstressing any components. Beyond 6 W at less than 38 V input, it
will enter the continuous mode and oscillate unless the feedback loop
is changed (Section 4.3).

In Figure 6.28, the regulated output is a master secondary Vom re-
ferred to input common. The housekeeping output Vo is a slave re-
turned to output common where it can drive the PWM chip for the
main power supply. As discussed in Section 4.2, because flybacks have
no output inductors, slaves track the master very closely. Thus regu-
lating Vom on input common keeps Vo on output common sufficiently
constant for a housekeeping supply.

In Figure 6.28, Q1 supplies voltage to the PWM chip during startup.
After the supply is up and delivering its output voltages, Vom takes
over and supplies the chip via diode D4. The voltage at the D4 cathode
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is about 11 V. Since the base of Q1 is kept at 9.1 V by Z1, it is biased
“off” as soon as its emitter rises to about 9 V via D4.

Significant waveforms and performance data for the circuit are
shown in Figure 6.29a , 6.29b, and 6.29c for input voltages of 38, 50, and
60 V, respectively. Efficiencies are about 70%. This is not spectacular,
and no effort has been made to optimize circuit efficiency.

It was intended here only to show the significant classic waveforms
of an actual operating, discontinuous-mode flyback. Figure 6.29a , for

FIGURE 6.29 Significant waveforms for low-power flyback of Figure 6.28.
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a DC input voltage of 38 V, shows the circuit to be just at the threshold
of discontinuous mode (Section 4.4.1 and Figure 4.8). Primary current
starts ramping up with no dead time the instant after the previous
secondary current has ramped down to zero. Figure 6.29b and 6.29c
show the same waveforms at 50 and 60 V, respectively, in which there
is now a dead time between the instant secondary current has ramped
down to zero and the start of the next turn “on.”

The flyback has fewer components than the buck-current-fed Royer
of Figure 6.26, but it is seen in Figure 6.29 that at 6 W of output power,
peak secondary current for the flyback is 3 A. This compares unfa-
vorably to 0.36 A for the buck-current-fed Royer (Figure 6.25a ). The
higher flyback secondary current can produce a greater RFI problem
that requires a larger output filter, and possibly a small LC filter after
the main filter capacitor to eliminate the output spike at the instant of
turn “off,” due to ESR in the main capacitor.

6.6.6 Buck Regulator with DC-Isolated
Output as a Housekeeping Supply

Figure 1.9 shows another possible inexpensive, low-parts-count
scheme for generating a DC-isolated power supply. It is described in
Section 1.3.8. Care must be taken in this scheme that the current drawn
from the secondary is not sufficient to cause the primary current to go
into the discontinuous mode, or regulation will suffer.
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C H A P T E R 7
Transformers and
Magnetic Design

7.1 Introduction
In Part 1, we considered the characteristics of most of the more fre-
quently used topologies in sufficient depth to allow us to make a
suitable choice of topologies that best meets the power supply speci-
fications. Frequently, the topology is selected to minimize the power
transistor’s off-voltage stress at high line and the peak current stress
at maximum output power. Other considerations would be to mini-
mize parts count, cost, and required volume of the complete supply.
Minimizing potential RFI problems is also a frequent factor in choice
of topology and working frequency.

After a topology is selected, the next major decisions are to select
an operating frequency and minimum transformer core size which
yields the specified maximum output power. To make the frequency
and transformer core selection, it is necessary to know the numerical
relations between desired output power and transformer parameters
such as transformer size, area of core, core window or bobbin winding
area, peak flux density, operating frequency, and coil current density.
In the following sections, equations giving these relations will be de-
rived for the most frequently used topologies.

The above relations will be used in equation form to select a trans-
former core and operating frequency. One method is to estimate the
required core size and frequency. We can then calculate the approx-
imate power available from the selected core, frequency, and the re-
maining parameters. This initial estimate can then be easily corrected
if the desired power is not available. Since all the parameters are in-
terrelated, such interactive calculations may have to be done several
dozen times before a satisfactory combination of the parameters is
found, a somewhat cumbersome procedure.

285
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TIP Reference 17 provides a selection nomogram on page 3.68 allowing the
optimum core size to be selected directly from the required power and selected
operating frequency. ∼K.B.

A better method is obtained by putting the equations into a chart.
The following charts show frequency increasing (in multiples of 8 kHz
to the right) in vertical columns and specific core sizes from various
manufacturers in horizontal rows with available output power (cal-
culated from the equations) at the column-row intersections.

The cores are arranged in horizontal rows of increasing output
power. Thus, at a glance one can choose an operating frequency and
move vertically through the rows until the first core of sufficient power
is found. Alternatively, if a specific core whose dimensions fit the avail-
able space is chosen, one can move horizontally through columns of
increasing frequency to find the desired output power.

The charts shown below are for various core geometries from four
major core manufacturers.

Core losses versus frequency and peak flux density are shown for
widely used core materials from various core manufacturers. The
available ferrite core geometries and their usage are discussed. Core
and copper loss calculations are presented. A significant contributor
to copper losses—proximity effect—is described. Transformer tem-
perature rise calculation from the sum of core and copper losses is
demonstrated.

7.2 Transformer Core Materials and
Geometries, and Peak Flux Density
Selection
7.2.1 Ferrite Core Losses versus Frequency

and Flux Density for Widely Used Core
Materials17–20

Most switching power supply transformers are made with ferrite
cores. Ferrites are ceramic ferromagnetic materials having a crystalline
structure consisting of mixtures of iron oxide with either manganese
or zinc oxide. Their eddy current losses are negligible, as their electri-
cal resistivities are very high. Core losses comprise mainly hysteresis
losses which are low enough to permit use of some materials up to a
frequency of 1 MHz. Ferrite cores are available from many manufac-
turers (such as Ferroxcube-Philips, Magnetics Inc., Ceramic Magnet-
ics Inc., Ferrite International, and Fair-rite, among others) and some
overseas manufacturers (TDK, Siemens, Thomson-CSF, Tokin).
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Each manufacturer has a number of different mixes of the vari-
ous oxides, processed in various ways to achieve different advan-
tages. Some materials are tailored to yield the minimum core loss
point at higher frequency (>100 kHz), to shift the minimum core
loss temperature point to a higher value (90◦C), or to achieve min-
imum core losses at the most usual combination of high frequency
and peak flux density. However, the DC hysteresis loops of most
vendors’ ferrites that are intended for switching power transformer
applications are quite similar. At 100◦C, they are within 10% of com-
plete saturation in the region of 3000 to 3200 G, have a coercive
force of 0.10 to 0.15 Oe, and have a residual flux density of 900 to
1200 G.

The major factors affecting material selection are summarized in
curves of core loss (usually expressed in milliwatts per cubic centime-
ter) versus frequency and peak flux density. A typical curve of these
data, plus the DC hysteresis loop for the Ferroxcube-Philips high-
frequency material 3F3, is shown in Figure 7.1. Core losses for some
widely used materials are given in Table 7.1.

Losses in Table 7.1, taken from core manufacturer data sheets and,
although it is seldom pointed out, are for bipolar magnetic circuits in
which the flux excursion extends into the first and third quadrants
of the hysteresis loop (push-pulls, half and full bridges). Forward
converters and flybacks operate in the first quadrant only.

Since ferrite core losses are hysteresis losses only and these losses are
proportional to the area of the hysteresis loop, it might be thought that
unipolar magnetic circuits, which traverse only half of the hysteresis
loop, would have half the core losses of bipolar circuits at the same
peak flux density.

There is considerable difference of opinion among manufacturers
on this. Some say unipolar circuit losses are one-fourth the quoted
and measured values for bipolar circuits at the same peak flux den-
sity. They reason that if a unipolar circuit swings from 0 to Bmax gauss,
it is equivalent to a bipolar circuit swinging around a mean value of
Bmax/2, with a peak excursion of Bmax/2. Further, since core losses
are roughly proportional to the square of the peak flux excursion in
a bipolar circuit, halving the peak flux excursion reduces losses by a
factor of 4.

TDK offers a curve showing that unipolar circuit losses for a zero
to Bmax excursion are a factor Kfc times as great as losses in a bipolar
circuit swinging from −Bmax to +Bmax. The factor Kfc is shown as
being frequency-dependent. It is 0.39 at 20 kHz, 0.35 at 60 kHz, and
0.34 at 100 kHz.

A conservative approach is to accept the argument that losing half
the area of a hysteresis loop (for unipolar circuits) should reduce losses
measured for a bipolar circuit by a factor of 2, so it will be assumed
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FIGURE 7.1 Significant characteristics of 3F3—a high-frequency, low-loss
core material (Courtesy of Ferroxcube-Philips Corp.)
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FIGURE 7.1 Continued.

herein that unipolar circuits at the same peak flux density as listed in
Table 7.1 will have losses half those shown in the table.

7.2.2 Ferrite Core Geometries
Ferrite cores are manufactured in a relatively small number of geo-
metric shapes and varying dimensions within the shapes. The shapes
and dimensions of four core manufacturers’ products are described
in their catalogs.1–4

Many of the core shapes and dimensions in these catalogs are inter-
national standards and are available from various manufacturers in
their proprietary core materials. Cores which are international stan-
dards are listed in publications from the Magnetic Material Producers
Association (MMPA),5,6 and in IEC publications from the American
National Standards Institute.7

The core geometries shown in Figure 7.2 are pot or cup cores, RM
cores, EE cores, PQ cores, UU or UI cores. The pot core is shown in
Figure 7.2e . It is used mostly at power levels up to 125 W, and usually in
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Core loss, mW/cm3 for various
peak flux densities, G

Frequency,
kHz Material 1600 1400 1200 1000 800 600

20 Ferroxcube 3C8 85 60 40 25 15

Ferroxcube 3C85 82 25 18 13 10

Ferroxcube 3F3 28 20 12 9 5

Magnetics Inc.-R 20 12 7 5 3

Magnetics Inc.-P 40 18 13 8 5

TDK-H7C1 60 40 30 20 10

TDK-H7C4 45 29 18 10

Siemens N27 50 24

50 Ferroxcube 3C8 270 190 130 80 47 22

Ferroxcube 3C85 80 65 40 30 18 9

Ferroxcube 3F3 70 50 30 22 12 5

Magnetics Inc.-R 75 55 28 20 11 5

Magnetics Inc.-P 147 85 57 40 20 9

TDK-H7C1 160 90 60 45 25 20

TDK-H7C4 100 65 40 28 20

Seimens N27 144 96

100 Ferroxcube 3C8 850 600 400 250 140 65

Ferroxcube 3C85 260 160 100 80 48 30

Ferroxcube 3F3 180 120 70 55 30 14

Magnetics Inc.-R 250 150 85 70 35 16

Magnetics Inc.-P 340 181 136 96 57 23

TDK-H7C1 500 300 200 140 75 35

TDK-H7C4 300 180 100 70 50

Seimens-N27 480 200

Siemens-N47 190

TABLE 7.1 Core Losses at 100◦C for Some Materials at Various
Frequencies and Peak Flux Densities
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Core loss, mW/cm3 for various
peak flux densities, G

Frequency,
kHz Material 1600 1400 1200 1000 800 600

200 Ferroxcube 3C8 700 400 190

Ferroxcube 3C85 700 500 350 300 180 75

Ferroxcube 3F3 600 360 250 180 85 40

Magnetics Inc.-R 650 450 280 200 100 45

Magnetics Inc.-P 850 567 340 227 136 68

TDK-H7C1 1400 900 500 400 200 100

TDK-H7C4 800 500 300 200 100 45

Seimens-N27 960 480

Siemens-N47 480

500 Ferroxcube 3C85 1800 950 500

Ferroxcube 3F3 1800 1200 900 500 280

Magnetics Inc.-R 2200 1300 1100 700 400

Magnetics Inc.-P 4500 3200 1800 1100 570

TDK-H7F 100

TDK-H7C4 2800 1800 1200 980 320

1000 Ferroxcube 3C85 2000

Ferroxcube 3F3 3500 2500 1200

Magnetics Inc.-R 5000 3000 1500

Magnetics Inc.-P 6200

Note: Data are for bipolar magnetic circuits (first- and third-quadrant operation).
For unipolar circuits (forward converter, flyback), divide flux density by 2.

TABLE 7.1 Core Losses at 100◦C for Some Materials at Various Frequencies
and Peak Flux Densities (Continued)

DC/DC converters. Its major advantage is that the coil on the bobbin
around the center post is almost entirely enclosed by ferrite material.
This decreases its radiating magnetic field and hence is used when
EMI or RFI problems must be minimized.

The major disadvantage of the pot core is the narrow slot in the
ferrite through which the coil leads exit. This makes it difficult to use
at high input or output currents requiring large wire diameter, or in
multi-output supplies with many wires exiting.
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FIGURE 7.2 Various core geometries for power transformers: (a ) EE cores;
(b) EC and ETD cores; (c) PQ cores; (d) RM cores; (e) pot cores; ( f ) LP cores
(Courtesy of TDK Corp.)

It is also not a good choice for a high-voltage supply, even at low
power. Leads carrying a high voltage may arc because of the close
spacing in the narrow exit notch in the ferrite.

Many pot cores are available with gaps of various sizes in the cen-
ter leg so that they may carry a DC bias current without saturat-
ing. This permits their use as output inductors in buck regulators
(Section 1.3.6), forward converters (Sections 2.3.9.2, 2.3.9.3), push-
pulls (Section 2.2.8.1), and flybacks (Section 4.3.1).

Most often, when a core is available with a gapped center leg,
the manufacturer gives its Al value (inductance in millihenries per
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1000 turns) and the cliff point in ampere turns at which it falls over its
saturation cliff.

If a gapped core is required, it is more cost effective—and from
a performance viewpoint, preferable—to use a core with a gapped
center leg rather than using ungapped core halves separated with
the proper thickness of plastic shims. Shimming core halves will not
yield reproducible Al values over time, temperature, and production
spread. Also, gapping the outer leg will increase EMI.

The most widely used are EE cores (Figure 7.2a ) because there is
ample room for coil leads entering and leaving the bobbin. Since the
coil is not fully surrounded by ferrite, it does produce a larger EMI-RFI
field. However, airflow around the windings is unimpeded, which
therefore run cooler. EE cores are available with either a square or
round center leg. Round-center-leg cores (EC or ETD types; Figure
7.2b) have a small advantage in that the mean length of a turn is about
11% shorter than for a square-legged core of equal center-leg area.
Coil resistance is thus about 11% less for equal numbers of turns, and
copper loss and temperature rise are somewhat lower.

There is a large range of EE core sizes, and depending on frequency
and peak flux density, they can deliver output powers from under 5 W
up to 5 or possibly 10 kW. By using two square-center-leg EE cores side
by side, the core area is doubled, requiring half the number of turns
for the same voltages, peak flux density, and frequency (Faraday’s
law; Eq. 2.7). This doubles the power available from a single core, and
may result in a smaller transformer than using a single core of the next
larger size.

The RM or “square” core, a compromise between a pot and an
EE core, is shown in Figure 7.2d. It is effectively a pot core with a
much wider notch cut out of the ferrite. It is thus easier to bring larger
diameter or many wires in and out of the coil, so this core is usable for
much higher output power levels and for multi-output transformers.
The larger ferrite notch also provides easier access for convection air
currents than in a pot core, which results in smaller temperature rise.

Because the coil is not as fully surrounded by ferrite as in a pot
core, it causes more EMI-RFI radiation. Yet, because there is more
ferrite surrounding the coil than in an EE core, its EMI radiation is
less than that for an EE of equal output power.

RM cores are available with or without a center-leg hole. The center-
leg hole is used for mounting with a bolt or in frequency-sensitive
applications. By inserting an adjustable ferrite “tuning rod” into the
center hole, the Al value may be adjusted by as much as 30%. Although
this tuning feature is not usable in power transformers because of
increased energy losses, it is usable for frequency-sensitive filters.

The geometry of the PQ core (Figure 7.2c; Magnetics Inc. and TDK) is
such that it provides an optimum ratio of volume to radiating surface
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and coil winding area. Since core losses are proportional to core vol-
ume, and heat radiation capability is proportional to radiating surface
area, these cores have a minimized temperature rise for a given output
power. Further, since the PQ core volume-to-coil-winding-area ratio
is optimized, the volume is minimized for a given output power.

LP cores (Figure 7.2 f ; TDK) are specifically designed for low-profile
transformers. They have long center legs, which minimize leakage
inductance.

UU or UI cores (not shown in Figure 7.2) are used mainly for
high-voltage or ultra-high-power applications. They are rarely used
at power levels under 1 kW. Their large window area compared to
an EE core of equal core area permits much larger wire sizes or many
more turns. But their much larger magnetic path length does not yield
as close primary-secondary coupling as in an EE core, and results in
larger leakage reactances.

7.2.3 Peak Flux Density Selection
As discussed in Section 2.2.9.3, the number of transformer primary
turns will be calculated from Faraday’s law (Eq. 1.17, 2.7) for a pre-
selected peak flux density Bmax. It is seen in Eq. 1.17, that the larger
the flux excursion (larger value of Bmax), the fewer the primary turns
so the larger the permissible wire size, and therefore the greater the
available output power.

There are two limitations to peak flux density in ferrite cores. The
first is core losses and the resulting core temperature rise. Core losses
in most ferrite materials are proportional to the 2.7th power of the
peak flux density, so high peak flux densities cannot be permitted, es-
pecially at higher frequencies. Most ferrites—even the lossiest ones—
have such low losses at 25 kHz and below, that core losses are not a
limiting factor at those frequencies (see Table 7.1). At these low fre-
quencies, peak flux excursion may possibly extend far up into the
curved area of the BH hysteresis loop. However, care must be taken
that the core does not move so far into saturation that the primary
current increases uncontrollably, or the power transistor will be de-
stroyed. Ferrite core losses also increase roughly as the 1.7th power of
the switching frequency. Thus at higher frequencies, for the more lossy
materials (Table 7.1), attempting a high peak flux density to minimize
the number of turns results in such high losses that temperature rise
will be excessive. Core losses are equal to the loss factor in milliwatts
per cubic centimeter, times the core volume in cubic centimeters.

Hence at 50 kHz and above, less lossy (somewhat more expensive)
core material must be used, or peak flux density must be reduced.
Reducing the peak flux density requires increasing the number of pri-
mary turns (Eq. 2.7) and hence requires smaller wire size for the same
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core-bobbin winding area. With smaller wire sizes, primary and sec-
ondary currents are smaller and available output power is decreased.
Thus at high frequencies (> ∼ 50 kHz) the least lossy core material
must be used, and peak flux density must be chosen sufficiently low
that total core and copper losses result in an acceptably low temper-
ature rise. Temperature rise calculation for the sum of core plus coil
losses will be demonstrated in Section 7.4.

Even at low frequencies, however, where core losses are not a limit-
ing factor, peak flux density cannot be permitted to move excessively
high up on the BH loop to minimize the number of primary turns. It is
seen in Figure 2.3 that the BH loop is still roughly linear up to 2000 G
(this is near the end of the linear portion for most ferrite materials).
Exceeding this flux density will increase the magnetizing current near
the end of the transistor “on” time and will unnecessarily increase
coil and transistor losses. But designing (choosing Np in Eq. 2.7) for a
maximum of 2000 G for most ferrites can be risky. For fast transient
line or load steps, if the feedback error amplifier is not fast enough
for a few switching cycles, peak flux density may move up to hard
saturation (> 3200 G at 100◦C) and destroy the power transistor. This
is discussed in more detail in Section 2.2.9.4.

Thus, even below 50 kHz where ferrite core loss is not a limiting
factor, peak flux density will be chosen at 1600 G in all designs herein.
At higher frequencies, where even the least lossy material at 1600 G
results in excessive power losses, peak flux density will be reduced.
The “available output power tables” to be developed below will show
how output power may be calculated easily for these reduced peak
flux densities.

7.3 Maximum Core Output Power, Peak Flux
Density, Core and Bobbin Areas, and
Coil Currency Density
7.3.1 Derivation of Output Power Relations

for Converter Topology
Refer to Figure 7.3 for the forward converter topology. The following
output power relation will be based on the following assumptions:

1. Efficiency of the power train—the ratio of input power to the sum
of all output powers, neglecting control circuit dissipation—is
80%.

2. The space factor SF, the fraction of total bobbin winding area occu-
pied by current-conducting metal, is 0.4. The area is occupied by
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the primary and secondary wires covered with insulation, layer
insulations, any RFI or Faraday shields, and empty space. SF is
typically in the range 0.4 to 0.6 in transformer design because
of the many factors contributing to waste (area not used to con-
duct current) of the total bobbin winding area. One significant
factor is that turns within a coil layer often are widely spaced
to make all bobbin layers of equal width, to improve magnetic
coupling between layers and reduce leakage inductances. Also,
adherence to European safety specifications (VDE) at this time
requires leaving a 4-mm gap between each end of a layer and
the ends of the bobbin. There is also the thickness of the insu-
lation layers. VDE specifications generally required three layers
of 1-mil-thick insulating material between layers; if secondaries
are to be sandwiched between halves of the primary (often done
to reduce proximity-effect copper losses), that sacrifices 6 mils
of bobbin height. Finally, there is the practical problem that it
is difficult to safely assemble the core and bobbin if the bobbin
height is fully utilized.

3. Primary current waveshape is as shown in Figure 7.3. At min-
imum Vdc input, “on” time is a maximum at 0.8T/2 (Sections
2.3.2, 2.3.5). Primary current has the ramp-on-a-step waveshape
because of inductors at each secondary output. The ramp swings
±10% about the center value Ipft. The primary current wave-
shape can be accurately approximated by a rectangular pulse of
peak amplitude Ipft of duty cycle 0.8T/2T or 0.4 (Section 2.3.5).
Then for minimum Vdc = Vdc(min)

Po = 2.8Pin = 0.8Vdc(min)
[

Iav at Vdc(min)
]

= 0.8Vdc(min)( Ipft)
0.8T
2T

= 0.32Vdc(min) Ipft (7.1)

But the RMS of a rectangular waveform of amplitude Ipft, duty cycle
of 0.4, is Irms = Ipft

√
0.4 or Ipft = 1.58Irms. Then

Po = 0.32Vdc(min)(1.58Irms)

= 0.506Vdc(min) Irms (7.2)

From Faraday’s law

Vp = Np Ae
�B
�T

× 10−8
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FIGURE 7.3 Forwarded converter topology and primary current waveshape
Ip . Equivalent flat-topped current waveshape Ipft is used to calculate output
power relation to Bmax, frequency, Ae, Ab , and Dcma. Turns ratio Ns/Np is
chosen to yield ton = g0.8T/2 at minimum Vdc for specified Vo .

where Vp = primary volts (≈ Vdc)
Np = number of primary turns
Ae = core area, cm2

�B = flux density change, G (0 to Bmax)
�T = time, s for this flux change = 0.4T



298 S w i t c h i n g P o w e r S u p p l y D e s i g n

At Vdc(min),�B/�T = Bmax/0.4T . Then for f = 1/T from Eq. 7.2

Po = 0.506Irms Np Ae Bmax f
0.4

× 10−8

= 1.265 Np Bmax Ae f × 10−8 ( Irms) (7.3)

Assume that primary and all secondaries operate at the same current
density Dcma in circular mils per RMS ampere. Bobbin area occupied
by the reset winding is negligible as it carries only magnetizing cur-
rent, and it is usually smaller than No. 30 AWG.

Let Ab = bobbin winding area, in2

Ap = primary winding area, in2

As = secondary winding area (total of all secondaries), in2

Ati = area of one turn of primary power winding, in2

Then for a space factor SF of 0.4 and Ap = As

Ap = 0.20Ab = Np Ati

or

Ati = 0.2Ab

Np
(7.4)

Current density Dcma in circular mils per RMS ampere is

Dcms = Atcm

Irms

in which Atcm is primary wire area in circular mils. Then

Irms = Atcm

Dcma
(7.5)

Area in square inches equals area in circular mils times (π/4) 10−6,
so

Atcm = 4Ati × 10+6

π
= 4(0.20Ab)10+9

π Np

From Eq. 7.5

Irms = 0.8Ab × 10+6

π Np Dcma
(7.6)

and putting Eq. 7.6 into Eq. 7.3

Po = (
1.265Np Bmax Ae f × 10−8)0.8Ab × 10+6

π Np Dcma

= 0.00322 Bmax f Ae Ab

Dcma
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Ab is in square inches. If it is to be expressed in square centimeters,
divide by 6.45. Then

Po = 0.00050 Bmax f Ae Ab

Dcma
(7.7)

where Po is in watts for Bmax in gauss, Ae and Ab are in square cen-
timeters, f is in hertz, and Dcma in circular mils per RMS ampere.

7.3.2 Derivation of Output Power Relations
for Push-Pull Topology

For the same assumptions as in Section 7.3.1, Po = 0.8Pin = 0.8Vdc(min)
[Iav at Vdc(min)]. In a push-pull, at Vdc(min), each transistor is “on” a max-
imum of 0.8T/2 within its half period. For two such pulses per period,
the total duty cycle of current drawn from Vdc(min) is 0.8, and during
its “on” time, each transistor and half primary carries an equivalent
flat-topped current pulse of amplitude Ipft. Output power is

Po = 0.8Vdc(min) (0.8Ipft)

= 0.64Vdc(min) Ipft (7.8)

But each half primary carries current at a duty cycle of only 0.4, so RMS
current in each half primary is Irms = Ipft

√
0.4 or Ipft = 1.58Irms. So

Po = 0.64Vdc(min) (1.58Irms)

= 1.01Vdc(min) Irms (7.9)

Again for SF = 0.4, with half the total coil area devoted to the primary
and half to the secondary, and each winding operating at a current
density of Dcma circular mils per RMS ampere, we obtain

Ap = 0.20Vb = 2Np A

or

Ati = 0.1Ab

Np
(7.10)

in which Np = number of primary turns
Ap = core area, cm2

Ati = area of a single turn of primary wire, in2

Dcma = Atcm

Irms
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Atcm = wire area in circular mils and Irms = RMS current per half
primary

Irms = Atcm

Dcma
(7.11)

Ati = Atcm (π/4)10−6. Putting this into Eq. 7.10, we obtain

Atcm = 0.1273
Ab

Np
10+6

and putting this into Eq. 7.11

Irms = 0.1273
Ab

Np Dcma
10+6

and putting this into Eq. 7.9

Po = 1.01Vdc(min)
0.1273Ab

Np Dcma
10+6

= 0.129
Vdc(min) Ab

Np Dcma
10+6 (7.12)

and finally from Faraday’s law

Vprimary min ≈ Vprimary min =
(

Np Ae�B
�T

)
10−8

In a push-pull, flux swing is 2Bmax in a time 0.4T at Vdc(min). Put this
into Eq. 7.12:

Po = 0.129(Np Ae )
2Bmax

0.4T
Ab

Np Dcma
10−2

= 0.00645Bmax f Ae Ab

Dcma

Again Ab is in square inches. If it is expressed in square centimeters,
divide this last relation by 6.45.

Po = 0.0010Bmax f Ae Ab

Dcma
(7.13)

where Po is in watts for Bmax in gauss, Ae and Ab are in square cen-
timeters, f is in hertz, and Dcma is in circular mils per RMS ampere.
This result—specifically, that the power available from a given core
in a push-pull topology is twice that for the same core in a forward
converter topology—might have been foreseen.

In the push-pull, each transformer half must sustain the same volt-
age as a forward converter fed from the same supply voltage. But
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in the push-pull, the available flux change is 2Bmax as compared to
Bmax in the forward converter. Thus from Faraday’s law, the number
of turns on a half primary of the push-pull is half that in the forward
converter for the same Bmax. But since there are two half secondaries
in the push-pull, the total number of turns in the push-pull is equal to
the number of turns in the forward converter for equal Vdc and Bmax in
both circuits (neglecting the insignificant space occupied by the reset
winding in the forward converter).

In the push-pull, however, half the total output power is delivered
through each half secondary. Thus, for equal output powers in a push-
pull and a forward converter, the peak and RMS currents in each push-
pull transformer half is half that in the forward converter (compare
Eqs. 2.11 to 2.28 and 2.9 to 2.41). Thus the required circular-mil wire
area and hence the required bobbin winding space for each half push-
pull are half that for a forward converter of equal output power. So
for equal bobbin winding space, the push-pull can deliver twice the
power of a forward converter from the same core, as indicated by
Eqs. 7.17 and 7.13.

7.3.2.1 Core and Copper Losses in Push-Pull,
Forward Converter Topologies

Comparing Eqs. 7.7 and 7.13, it is seen that the push-pull topology
can yield twice the output power of a forward converter using the
same-sized (same Ae Ab product) core.

There is a slight penalty paid in the push-pull transformer: at twice
the forward converter output power, it will run warmer than in the for-
ward converter. Doubling forward converter output power by going
to a push-pull does double the core losses, but copper losses remain
unchanged. This can be seen as follows: In the push-pull (Figure 7.3a3),
each half primary must sustain the same voltage as the primary of the
forward converter fed from the same supply voltage. In the forward
converter, the flux density changes from zero to some preselected
value Bmax in a time 0.8T1 (Figure 7.3a2). In the push-pull, the flux
density change is from –Bmax to Bmax or 2Bmax in the same time 0.8T1.

In Faraday’s law, the number of primary turns is directly propor-
tional to the applied voltage and inversely proportional to the flux
density change. Thus, the number of turns in each half primary of the
push-pull is half that of the forward converter primary for equal peak
flux densities.

For the push-pull to have twice the output power of the original
forward converter, the peak current in each half period must be equal
to that of the forward converter. Since the duty cycle of current in each
half primary of the push-pull is equal to that of the forward converter
of half the output power, RMS current in each push-pull half primary
is equal to that of the forward converter primary.
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Thus, the forward converter primary and each push-pull half pri-
mary will use equal wire sizes (equal numbers of circular mils) since
the wire size will be selected on the basis of 500 circular mils per RMS
ampere, and since the number of half primary turns is half that of the
full primary in the forward converter of half the output power, the
two half primaries of the push-pull occupy a volume equal to that of
the forward converter.

The push-pull half primary has half the turns of, and RMS current
equal to, the forward converter primary, and hence has half the I 2 R
copper loss of the full-forward converter primary. Thus, total copper
loss for the two half-primaries of the push-pull equals that of the
forward converter of half the output power.

However, core losses for the push-pull will be twice that for the
forward converter. In the push-pull, the flux density change is from
−Bmax to Bmax, but in the forward converter only from zero to Bmax.
Core losses are proportional to the area of the hysteresis loop trans-
versed and the frequency.

The push-pull, operating over the first and third quadrant of the
hysteresis loop, will thus have twice the losses of the forward con-
verter operating over only the first quadrant of the hysteresis loop
(see Section 7.2.1). With the newer low-loss core material, the increased
core losses will not become the limiting factor in transformer temper-
ature rise at frequencies below about 30 kHz.

7.3.2.2 Doubling Output Power from a Given Core
Without Resorting to a Push-Pull Topology

In the previous section, it was pointed out that for the same core, a
push-pull topology at the lower frequencies can yield twice the output
power of a forward converter. The only penalty paid is a doubling of
the core losses; copper losses remain unchanged.

A push-pull with its two transistors, however, has added cost and
space drawbacks. Also, the push-pull transformer is harder to wind,
and hence more expensive, as three wires must be taken out of each
winding as compared to two for a forward converter. Also, there is
the everpresent possibility of flux imbalance (Section 2.2.5) if current
mode is not used.

If it is desired to double the output power of a given forward con-
verter without increasing its core size, the following is an alternative
to a push-pull (see Figure 7.3a ).

Below about 30kHz the push-pull yields twice the output of a for-
ward converter from a given core because there are two current pulses
per period rather than one for the forward converter. Thus, an alter-
native to the push-pull is to retain the forward converter topology,
and have it give one current pulse, whose amplitude is twice that of
the push-pull, per half period of the push-pull. This can be seen in
Figure 7.3a4.
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This is another way of saying that the forward converter frequency
is doubled (forward converter frequency is defined as the inverse of
the time required for a complete traversal of the hysteresis loop back
to its starting point). Equation 7.7 states the available output power
from a core is directly proportional to frequency.

Thus, going to twice the original forward converter frequency
would unquestionably yield twice the output power from the core,
but it would result in somewhat more than twice (close to three times)
the core losses. Core losses are roughly proportional to the 1.7th power
of the frequency (Table 7.1 and Section 7.2.3).

After Pressman Doubling the pulse repetition rate in the forward con-
verter will not necessarily increase core loss compared with the equivalent
push-pull example, providing the peak flux density remains the same. Re-
member the peak-to-peak flux change in the push-pull is twice the change
found in the forward converter, so a single excursion of the push-pull has the
same loss as two pulses of the forward converter. If you prefer, the area of the
B/H loop for a single pulse of the forward converter is half that of a single
pulse of the push-pull converter.

Copper losses in a forward converter at twice the frequency and
peak primary current, and hence twice the output power, would re-
main unchanged. This will be discussed below.

If doubling the frequency and peak primary-current amplitude of a
forward converter doubles its output power and costs only a threefold
increase in core loses, this may be a viable alternative to a push-pull
at the original frequency. The push-pull at the original frequency also
achieves double output power, but at a cost of only doubling the core
losses.

Doubling the forward converter frequency and its peak current am-
plitude is practical only at original frequencies below 50 to 80 kHz. At
higher original frequencies, the increased AC switching and snubber
losses (see Chapter 11) at the doubled frequency would result in poor
efficiency.

In Figure 7.3a4, the original forward converter frequency and peak
primary current were doubled to achieve a doubling of output power.
But, this has its own drawbacks. First, the higher peak current will
cause more severe RFI problems, and it may force the selection of a
higher current, more expensive transistor.

If the doubled peak primary current is unattractive, an alt-
ernative might be to increase the maximum transistor “on” time. In
Figure 7.3a4, it was chosen as 0.8T1/2 so as to ensure that the trans-
former core can be fully reset with an equal reset time and a guaranteed
“dead” time before the start of the next turn “on” (Section 2.3.2). This
is achieved by setting the ratio Nr/Np (transformer reset winding to
power winding turns ratio) equal to 1.0. (See Figure 7.3.)
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In Section 2.3.8, it was shown that making Nr/Np less than 1.0 per-
mits a larger “on” time at a cost of a larger reset voltage and higher
transistor off-voltage stress. In Figure 7.3a5, an Nr/Np ratio of 0.5 was
thus chosen. This yielded a larger maximum “on” time of 0.53T1 and a
peak current of 1.51Ip as compared to 0.4T1 and a peak current of 2Ip
when Nr/Np is 1.0. The penalty is that the peak transistor off-voltage
stress is 3Vdc rather than 2Vdc for the case of Nr/Np = 1.0.

As discussed in Section 2.3.8, setting the Nr/Np ratio less than 1.0
decreases transistor peak current stress, but increases its peak voltage
stress. Ratios of Nr/Np less than 0.5 generally lead to unacceptably
high off-voltage stress.

As stated above, going to twice the forward converter frequency
and peak transistor current doubles the output power but does not
increase copper losses. This can be seen below as follows:

“On”
Figure duty Wire Wire
No. Frequency Ip cycle Irms N area resistance (Irms)2R P0

7.3a2 F1 Ip 0.4 0.632 Ip N A1 R1 (Irms)2 R P0
7.3a4 2F1 2Ip 0.4 1.264Ip 0.5N 2A1 0.25R1 (Irms)2 R 2P0

Since the double-frequency forward converter has twice the RMS
current, it will have twice the wire area of the original converter of
half the output power. Since it has half the number of primary turns,
its resistance is one-fourth the resistance of the original forward con-
verter. With twice the RMS current, its I 2 R losses are equal to that of
the original forward converter of half the output power.

7.3.3 Derivation of Output Power Relations
for Half Bridge Topology

The half bridge is shown in Figure 3.1. Again assume that minimum
DC input voltage is Vdc(min). Maximum “on” time per transistor is
0.8T/2 and occurs at Vdc(min). Thus

Efficiency = 80%
Ae ,Ab = core, bobbin area, cm2

Abi = bobbin area, in2

Ap = primary area, in2

SF = 0.4, primary and total secondary areas equal
Dcma = current density, circular mils/RMS A (all windings

operate at same current density)
Ati = wire area, in2

Atcm = wire area, circular mils
Np = number of primary turns
Ipft = equivalent flat-topped primary current pulse
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As Ipft comes at a duty cycle of 0.8, its RMS value is

Irms = Ipft
√

0.8 = 0.894Ipft or Ipft = 1.12Irms

Then

Po = 0.8Pin = 0.8
Vdc(min)

2

[
I average at Vdc(min)

]
= 0.4Vdc(min)0.8Ipft

= 0.32Vdc(min) Ipft

= 0.358Vdc(min) Irms (7.14)

and

Ap = 0.2Abi = Np Ati

Ati = 0.2Abi

Np

Ati = Atcm(π/4)10−6

So

Atcm = 0.255
(

Abi

Np

)
10+6 (7.15)

Irms = Atcm

Dcma

= 0.255
Abi

Np Dcma
10+6 (7.16)

Putting Eq. 7.16 into Eq. 7.14 we obtain

Po = 0.0913
Vdc(min) Abi

Np Dcma
10+6 (7.17)

From Faraday’s law, since Vdc(min)/2 is applied to the primary

Vp(min) = Vdc(min)

2
= Np Ae

�B
�T

10−8

where �B is 2Bmax and �T is 0.4T . Then

Vdc(min) = 10Np fAe Bmax10−8

Putting this into Eq. 7.17, we have

Po = 0.00913Bmax f Ae Abi

Dcma
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and dividing by 6.45 for the bobbin area in square centimeters:

Po = 0.0014Bmax f Ae Ab

Dcma
(7.18)

in which Po is in watts, Bmax is in gauss, f is in hertz, and Ae and Ab
are in square centimeters.

7.3.4 Output Power Relations in
Full Bridge Topology

A given core used in a full bridge topology can yield no more output
power than the same core used in a half bridge. The full bridge can
deliver twice the output power of the half bridge, but it requires a
larger core to do so. This comes about as follows. A full bridge primary
must sustain twice the supply voltage of the half bridge and hence
must have twice the number of primary turns (Faraday’s law and
Section 3.3.2.1).

If the same fraction of the total bobbin area as in the half bridge is
to be utilized for the primary, the wire area must be halved. If the wire
area is halved, operating the same current density (circular mils per
RMS ampere), the permissible RMS current must be halved. The full
bridge transformer core, operating at twice the primary voltage and
half the current of a half bridge, delivers the same output power as
the half bridge with the same core.

A full bridge primary, operating at twice the voltage and half the
current as a half bridge, delivers the same power, but at the same
primary current as a half bridge, it delivers twice the output power.
However, the full bridge requires a larger core winding area and hence
a larger core to contain twice the number of turns at the same current
density as a half bridge.

7.3.5 Conversion of Output Power Equations
into Charts Permitting Core
and Operating Frequency Selection
at a Glance

Equations 7.7, 7.13, and 7.18 are valuable in selecting a core and oper-
ating frequency for a desired output power. As discussed in Section
7.1, using them requires a number of time-consuming iterative calcu-
lations.

The charts of Table 7.2a and 7.2b avoid such calculations by showing
the available output power as calculated from these equations for a
peak flux density Bmax of 1600 G and a coil current density Dcma of
500 circular mils per RMS.
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Output power in watts at

Volume,
Core Ae, cm2 Ab , cm2 AeAb, cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

EE Cores, Ferroxcube-Philips

814E250 0.202 0.171 0.035 1.1 1.3 2.7 4.0 5.3 8.3 11.1 13.8 16.6 0.57

813E187 0.225 0.329 0.074 2.4 2.8 5.7 8.5 11.4 17.8 23.7 29.6 35.5 0.89

813E343 0.412 0.359 0.148 4.7 5.7 11.4 17.0 22.7 35.5 47.3 59.2 71.0 1.64

812E250 0.395 0.581 0.229 7.3 8.8 17.6 26.4 35.3 55.1 73.4 91.8 110.2 1.93

782E272 0.577 0.968 0.559 17.9 21.4 42.9 64.3 85.8 134.0 178.7 223.4 268.1 3.79

E375 0.810 1.149 0.931 29.8 35.7 71.5 107.2 143.0 223.4 297.8 372.3 446.7 5.64

E21 1.490 1.213 1.807 57.8 69.4 138.8 208.2 277.6 433.8 578.4 722.9 867.5 11.50

783E608 1.810 1.781 3.224 103.2 123.8 247.6 371.4 495.1 773.7 1031.6 1289.4 1547.3 17.80

783E776 2.330 1.810 4.217 135.0 161.9 323.9 485.8 647.8 1012.2 1349.5 1686.9 2024.3 22.90

E625 2.340 1.370 3.206 102.6 123.1 246.2 369.3 492.4 769.4 1025.9 1282.3 1538.8 20.80

E55 3.530 2.800 9.884 316.3 379.5 759.1 1138.6 1518.2 2372.2 3162.9 3953.6 4744.3 43.50

E75 3.380 2.160 7.301 233.6 280.4 560.7 841.1 1121.4 1752.2 2336.3 2920.3 3504.4 36.00

EC Cores, Ferroxcube-Philips

EC35 0.843 0.968 0.816 26.1 31.3 62.7 94.0 125.3 195.8 261.1 326.4 391.7 6.53

EC41 1.210 1.350 1.634 52.3 62.7 125.5 188.2 250.9 392.0 522.7 653.4 784.1 10.80

EC52 1.800 2.130 3.834 122.7 147.2 294.5 441.7 588.9 920.2 1226.9 1533.6 1840.3 18.80

EC70 2.790 4.770 13.308 425.9 511.0 1022.1 1533.1 2044.2 3194.0 4258.7 5323.3 6388.0 40.10

TABLE 7.2a Maximum Available Output Power in Forward Converter Topology
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Output power in watts at
Volume,

Core Ae, cm2 Ab, cm2 AeAb, cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

ETD Cores, Ferroxcube-Philips

ETD 29 0.760 0.903 0.686 22.0 26.4 52.7 79.1 105.4 164.7 219.6 274.5 329.4 5.50

ETD 34 0.971 1.220 1.185 37.9 45.5 91.0 136.5 182.0 284.3 379.1 473.8 568.6 7.64

ETD 39 1.250 1.740 2.175 69.6 83.5 167.0 250.6 334.1 522.0 696.0 870.0 1044.0 11.50

ETD 44 1.740 2.130 3.706 118.6 142.3 284.6 427.0 569.3 889.5 1186.0 1482.5 1779.0 18.00

ETD 49 2.110 2.710 5.718 183.0 219.6 439.2 658.7 878.3 1372.3 1829.8 2287.2 2744.7 24.20

Pot Cores, Ferroxcube-Philips

704 0.070 0.022 0.002 0.0 0.1 0.1 0.2 0.2 0.4 0.5 0.6 0.7 0.07

905 0.101 0.034 0.003 0.1 0.1 0.3 0.4 0.5 0.8 1.1 1.4 1.6 0.13

1107 0.167 0.054 0.009 0.3 0.3 0.7 1.0 1.4 2.2 2.9 3.6 4.3 0.25

1408 0.251 0.097 0.024 0.8 0.9 1.9 2.8 3.7 5.8 7.8 9.7 11.7 0.50

1811 0.433 0.187 0.081 2.6 3.1 6.2 9.3 12.4 19.4 25.9 32.4 38.9 1.12

2213 0.635 0.297 0.189 6.0 7.2 14.5 21.7 29.0 45.3 60.4 75.4 90.5 2.00

2616 0.948 0.407 0.386 12.3 14.8 29.6 44.4 59.3 92.6 123.5 154.3 185.2 3.53

3019 1.380 0.587 0.810 25.9 31.1 62.2 93.3 124.4 194.4 259.2 324.0 388.8 6.19

3622 2.20 0.774 1.563 50.0 60.0 120.1 180.1 240.2 375.2 500.3 625.4 750.5 10.70

4229 2.660 1.400 3.724 119.2 143.0 286.0 429.0 572.0 893.8 1191.6 1489.6 1787.5 18.20

TABLE 7.2a Maximum Available Output Power in Forward Converter Topology (Continued)
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Output power in watts at

Volume,
Core Ae, cm2 Ab, cm2 AeAb, cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

RM Cores, Ferroxcube-Philips

RM5 0.250 0.095 0.024 0.8 0.9 1.8 2.7 3.6 5.7 7.6 9.5 11.4 0.45

RM6 0.370 0.155 0.057 1.8 2.2 4.4 6.6 8.8 13.8 18.4 22.9 27.5 0.80

RM8 0.630 0.310 0.195 6.2 7.5 15.0 22.5 30.0 46.9 62.5 78.1 93.7 1.85

RM10 0.970 0.426 0.413 13.2 15.9 31.7 47.6 63.5 99.2 132.2 165.3 198.3 3.47

RM12 1.460 0.774 1.130 36.2 43.4 86.8 130.2 173.6 271.2 361.6 452.0 542.4 8.34

RM14 1.980 1.100 2.178 69.7 83.6 167.3 250.9 334.5 522.7 697.0 871.2 1045.4 13.19

PQ Cores, Magnetics Inc.

42016 0.620 0.256 0.159 5.1 6.1 12.2 18.3 24.4 38.1 50.8 63.5 76.2 2.31

42020 0.620 0.384 0.238 7.6 9.1 18.3 27.4 36.6 57.1 76.2 95.2 114.3 2.79

42620 1.190 0.322 0.383 12.3 14.7 29.4 44.1 58.9 92.0 122.6 153.3 183.9 5.49

42625 1.180 0.502 0.592 19.0 22.7 45.5 68.2 91.0 142.2 189.6 236.9 284.3 6.53

43220 1.700 0.470 0.799 25.6 30.7 61.4 92.0 122.7 191.8 255.7 319.6 383.5 9.42

43230 1.610 0.994 1.600 51.2 61.5 122.9 184.4 245.8 384.1 512.1 640.1 768.2 11.97

43535 1.960 1.590 3.116 99.7 119.7 239.3 359.0 478.7 747.9 997.2 1246.6 1495.9 17.26

44040 2.010 2.490 5.005 160.2 192.2 384.4 576.6 768.8 1201.2 1601.6 2002.0 2402.4 20.45

Note: From Eq. 7.7, Po = 0.00050BmaxfAe Ab/Dcma, where Po is in watts, Bmax in gauss, Ae and Ab in square centimeters, f in hertz, Dcma in circular
mils per rms ampere, bobbin winding space factor = 40 percent. For Bmax = 1600 G. For other Bmax, multiply by Bmax/1600. Fr Dcma = 500 circular
mils/rms ampere. For other Dcma, multiply by 500/Dcma. For push-pull topology, multiply powers by a factor of 2.

TABLE 7.2a Maximum Available Output Power in Forward Converter Topology (Continued)



310
Sw

itching
P
ow

er
Supply

D
esign

Output power in watts at
Volume,

Core Ae, cm2 Ab, cm2 AeAb, cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

EE Cores, Ferroxcube-Philips

814E250 0.202 0.171 0.035 3.1 3.7 7.4 11.2 14.9 23.2 30.9 38.7 46.4 0.57

813E187 0.225 0.329 0.074 6.6 8.0 15.9 23.9 31.8 49.7 66.3 82.9 99.5 0.89

813E343 0.412 0.359 0.148 13.3 16.0 31.8 47.8 63.6 99.4 132.5 165.7 198.8 1.64

812E250 0.395 0.229 20.6 24.8 49.3 74.1 98.7 154.2 154.2 205.6 257.0 308.4 1.93

782E272 0.577 0.968 0.559 50.0 60.3 120.1 180.4 240.2 375.3 500.4 625.6 750.7 3.79

E375 0.810 1.149 0.931 83.4 100.5 200.1 300.6 400.2 6254 833.9 1042.4 1250.8 5.64

E21 1.490 1.213 1.807 161.9 195.2 388.6 583.8 777.2 1214.6 1619.4 2024.3 2429.1 11.50

783E608 1.810 1.781 3.224 288.8 348.1 693.1 1041.2 1386.2 2166.2 2888.4 3610.4 4332.5 17.80

783E776 2.330 1.810 4.217 377.9 455.5 906.7 136.2 1813.4 2834.0 3778.7 4723.4 5668.1 22.90

E625 2.340 1.370 3.206 287.2 346.2 689.2 1035.5 1378.5 2154.3 2872.4 3590.4 4308.6 20.80

E55 3.530 2.800 9.884 885.6 1067.5 2125.1 3192.5 4250.1 6642.0 8856.1 11070.1 13284.1 43.50

E75 3.380 2.160 7.301 654.2 788.5 1569.7 2358.2 3139.3 4906.1 6541.5 8176.9 9812.3 36.00

EC Cores, Ferroxcube-Philips

EC35 0.843 0.968 0.816 73.1 88.1 175.4 263.6 350.9 548.4 731.2 913.9 1096.7 6.53

EC41 1.210 1.350 1.634 146.4 176.4 351.2 527.6 702.4 1097.7 1463.6 1829.5 2195.4 10.80

EC52 1.800 2.130 3.834 343.5 414.1 824.3 1238.4 1648.6 2576.4 3435.3 4294.1 5152.9 18.80

EC70 2.790 4.770 13.308 1192.4 1437.3 2861.3 4298.6 5722.6 8943.2 11924.2 14905.3 17886.4 40.10

TABLE 7.2b Maximum Available Output Power in Half or Full Bridge Topology
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Output power in watts at

Volume,
Core Ae , cm2 Ab , cm2 Ae Ab , cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

ETD Cores, Ferroxcube-Philips

ETD 29 0.760 0.903 0.686 61.5 74.1 147.6 221.7 295.1 461.2 614.9 768.6 922.4 5.50

ETD 34 0.971 1.220 1.185 106.1 127.9 254.7 382.6 509.4 796.1 1061.4 1326.8 1592.1 7.64

ETD 39 1.250 1.740 2.175 194.9 234.9 467.6 702.5 935.3 1461.6 1948.8 2436.0 2923.2 11.50

ETD 44 1.740 2.130 3.706 332.1 400.3 796.8 1197.1 1593.7 2490.6 3320.8 4150.9 4981.1 18.00

ETD 49 2.110 2.710 5.718 512.3 617.6 1229.4 1846.9 2458.9 3842.6 5123.4 6404.3 7685.1 24.20

Pot Cores, Ferroxcube-Philips

704 0.070 0.022 0.002 0.1 0.2 0.3 0.5 0.7 1.0 1.4 1.7 2.1 0.07

905 0.101 0.034 0.003 0.3 0.4 0.7 1.1 1.5 2.3 3.1 3.8 4.6 0.13

704 0.070 0.022 0.002 0.1 0.2 0.3 0.5 0.7 1.0 1.4 1.7 2.1 0.07

905 0.101 0.034 0.003 0.3 0.4 0.7 1.1 1.5 2.3 3.1 3.8 4.6 0.13

1107 0.167 0.054 0.009 0.8 1.0 1.9 2.9 3.9 6.1 8.1 10.1 12.1 0.25

1408 0.251 0.097 0.024 2.2 2.6 5.2 7.8 10.4 16.3 21.8 27.2 32.7 0.50

1811 0.433 0.187 0.081 7.3 8.7 17.4 26.2 34.8 54.4 72.6 90.7 108.8 1.12

2213 0.635 0.297 0.189 16.9 20.4 40.5 60.9 81.9 126.7 169.0 211.2 253.5 2.00

2616 0.948 0.407 0.386 34.6 41.7 83.0 124.6 165.9 259.3 345.7 432.1 518.6 3.53

3019 1.380 0.587 0.810 72.6 87.5 174.2 261.6 348.3 544.4 725.8 907.2 1088.7 6.19

3622 2.020 0.774 1.563 140.1 168.9 336.1 505.0 672.3 1050.7 1400.9 1751.1 2101.3 10.70

4229 2.660 1.400 3.724 333.7 402.2 800.7 1202.9 1601.3 2502.5 3336.7 4170.9 5005.1 18.20

TABLE 7.2b Maximum Available Output Power in Half or Full Bridge Topology (Continued)
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Output power in watts at
Volume,

Core Ae, cm2 Ab , cm2 Ae Ab , cm4 20 kHz 24 kHz 48 kHz 72 kHz 96 kHz 150 kHz 200 kHz 250 kHz 300 kHz cm3

RM Cores, Ferroxcube-Philips

RM5 0.250 0.095 0.024 2.1 2.6 5.1 7.7 10.2 16.0 21.3 26.6 31.9 0.45

RM6 0.370 0.155 0.057 5.1 6.2 12.3 18.5 24.7 38.5 51.4 64.2 77.1 0.80

RM8 0.630 0.310 0.195 17.5 21.1 42.0 63.1 84.0 131.2 175.0 218.7 262.5 1.85

RM10 0.970 0.426 0.413 37.0 44.6 88.8 133.5 177.7 277.7 370.2 462.8 555.4 3.47

RM12 1.460 0.774 1.130 101.3 122.0 243.0 365.0 485.9 759.4 1012.5 1265.6 1518.8 8.34

RM14 1.980 1.100 2.178 195.1 235.2 468.3 703.5 936.5 1463.6 1951.5 2439.4 2927.2 13.19

PQ Cores, Magnetics Inc.

42016 0.620 0.256 0.159 14.2 17.1 34.1 51.3 68.2 106.7 142.2 177.8 213.3 2.31

42020 0.620 0.384 0.238 21.3 25.7 51.2 76.9 102.4 160.0 213.3 266.6 320.0 2.79

42620 1.190 0.322 0.383 34.3 41.4 82.4 123.8 164.8 257.5 343.3 429.2 515.0 5.49

42625 1.180 0.502 0.592 53.1 64.0 127.4 191.3 254.7 398.1 530.8 663.4 796.1 6.53

43.220 1.700 0.470 0.799 71.6 86.3 171.8 258.1 343.6 536.9 715.9 894.9 1073.9 9.42

43230 1.610 0.994 1.600 143.4 172.8 344.1 516.9 688.1 1075.4 1433.9 1792.4 2150.9 11.97

43535 1.960 1.590 3.116 279.2 336.6 670.0 1006.6 1340.1 2094.2 2792.3 3490.4 4188.4 17.26

44040 2.010 2.490 5.005 448.4 540.5 1076.1 1616.6 2152.1 3363.3 4484.4 5605.5 6726.6 20.45

Note: From Eq. 7.18, Po = 0.0014BmaxfAe Ab/Dcma, where Po is in watts, Bmax in gauss, Ae and Ab in square centimeters, f in hertz,Dcma in circular
mils per rms ampere, bobbin winding space factor = 40 percent. For Bmax = 1600 G. For other Bmax, multiply by Bmax/1600. Fr Dcma = 500 circular
mils/rms ampere. For other Dcma, multiply by 500/Dcma.

TABLE 7.2b Maximum Available Output Power in Half or Full Bridge Topology (Continued)
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The reason for the selection of 1600 G is discussed in Sections 7.2.3
and 2.2.9.4. At frequencies above about 50 kHz, excessive core losses
for some of the more lossy materials may dictate a lower value Bmax,l
for the peak flux density. The charts make a rapid calculation of the
available power simple. If the lowered available power shown in the
charts at the lowered peak flux density is multiplied by (Bmax,l/1600),
it yields the power at the actual Bmax.

The selection of Dcma = 500 circular mils per RMS ampere is a
common compromise in transformer design. A higher density (lower
value of Dcma) would result in more copper losses, and a lower density
would unnecessarily increase the coil size. Current densities down to
300 circular mils per RMS ampere are acceptable, but densities below
this should definitely be avoided.

Actually, the choice of Dcma specifies only the DC wire resistance.
In subsequent sections skin and proximity effects will be discussed.
These effects produce eddy currents in the wires, cause the currents
to flow in only a fraction of the wire area, and hence may make the
effective wire resistance considerably higher than the values shown
in wire tables for wires of a specified circular-mil area. Nevertheless,
choosing a current density of 500 circular mils per RMS ampere is a
good starting point.

The charts of Table 7.2 are used as follows. First, choose a topology
which yields the best combination of power transistor off-voltage and
peak-current stress. Another topology selection criterion is to mini-
mize the cost of components.

Note that the cores are arranged vertically in order of increasing
Ae Ab product and hence increasing output power capability. If fa-
miliarity or experience dictates or suggests a particular operating
frequency, that vertical frequency column is entered. Now move ver-
tically downward and choose the first core whose output power is at
least the specified maximum power.

If a specific core is chosen first because it fits the available space, go
to that core and move horizontally to the right to the first frequency
which yields at least the specified maximum output power.

If a desired core does not yield the required output power at a
selected frequency in—say—a forward converter topology, a push-
pull might be considered. The push-pull (voltage- or current-mode)
topology with the same core offers twice the output power at the same
frequency. If voltage-mode push-pull is selected, all the precautions
relating to flux imbalance (Section 2.2.8) should be kept in mind.

Thus, by moving upward to smaller cores and to the right to
higher frequencies, an optimum core-frequency combination can be
found. For a given output power, at higher frequencies, the core gets
smaller but core losses and transformer temperature rise, and transis-
tor switching losses increase.
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7.3.5.1 Peak Flux Density Selection at Higher Frequencies
Care should be taken in the use of Tables 7.2a and 7.2b. The powers
shown are available only if operation at a peak flux density of 1600 G
at the selected frequency does not cause excessive temperature rise.
At frequencies in the range of 20 to 50 kHz, core losses are so low that
temperature rise at a peak flux density of 1600 G is negligibly small,
even for the most lossy materials of Table 7.1.

However, core losses increase roughly as the 1.6th power of the fre-
quency and the 2.7th power of the peak flux density. Thus at frequen-
cies above about 50 kHz, peak flux density may have to be reduced
below 1600 G by increasing the number of primary turns to keep the
transformer temperature rise acceptably low.

In general, smaller cores can more easily tolerate a higher peak flux
density at high frequencies than larger cores. This is so because core
losses are proportional to volume, but core cooling is proportional to
radiating surface area. Thus, as a core gets larger, its volume increases
faster than its surface area, and the internal heat generated increases
more rapidly than the surface area which cools it.

A specific example can easily demonstrate this. Consider the
Ferroxcube-Philips E55 core in Table 7.2b, which shows that if op-
eration at 200 kHz and 1600 G were possible, it would be capable of
8856 W of output power in a half bridge topology. From Table 7.1 for
3C85 material, its losses are 700 mW/cm3 at 1600 G and 200 kHz. For
its volume of 43.5 cm3, its dissipation is 0.7(43.5) = 30.5 W. Coil losses
(considered in the following section) probably equal this.

Consider a smaller core, the 813E343. From Table 7.2b, its output
power capability at 1600 G, 200 kHz is 133 W in a half bridge. For
a volume of 1.64 cm3 and the same 700 mW/cm3, its core losses are
only 1.15 W. Thus, neglecting coil losses, the 813E343 with a volume of
1.64 cm3 and core losses of 1.15 W would run at a far lower temperature
than the E55 core with a volume of 43.5 cm3 and 30.5 W of core losses.

Calculation of actual transformer temperature rise due to core plus
coil losses will be demonstrated in the following section.

For the larger cores, the powers shown in Table 7.2a and 7.2b might
not be obtainable at frequencies above 50 kHz as operation at 1600 G
may result in excessive temperature rise. Peak flux density Bmax would
then have to be reduced to somewhere in the range 1400 to 800 G.
Actual output powers are then those shown in Table 7.2a and 7.2b
multiplied by Bmax/1600.

Table 7.2a and 7.2b show output powers for the two major Amer-
ican core manufacturers. Many of their cores are interchangeable
in their geometries and Ae values, but they are made from pro-
prietary core materials that have different core losses in milliwatts
per cubic centimeter. Core interchangeability (with regard to geom-
etry and Ae only) and corresponding type numbers are shown in
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Table 7.3 for Ferroxcube-Philips, Magnetics Inc., and TDK. Manufac-
turers’ catalogs1−4 also show a variety of core accessories—bobbins,
and assembly and mounting hardware.

Each manufacturer produces these cores in their own proprietary
core materials that have unique core loss characteristics in milliwatts
per cubic centimeter.

7.4 Transformer Temperature Rise
Calculations8

Transformer temperature rise above the ambient-air environment de-
pends on total core plus coil (copper) losses, and radiating surface
area. Forced air flowing past the transformer can lower tempera-
ture rise considerably, depending on the airflow rate in cubic feet per
minute.

There is no way of calculating transformer temperature rise analyt-
ically with great accuracy. It can be estimated within about 10◦C with
some empirical curves based on the concept of thermal resistance of a
radiating surface area. Recall that the definition of thermal resistance
Rt of a heat sink is the temperature rise (usually in degrees Celsius) per
watt of dissipation. Then temperature rise dT for a power dissipation
P is simply dT = PRt.

TIP Reasonably accurate temperature rise predictions are now possible us-
ing the calculated total transformer loss (the sum of copper and core losses)
and information related to effective wound component area and cooling meth-
ods. See Reference 18. ∼K.B.

Some core manufacturers list Rt for their various cores, implying
that Rt multiplied by the total core plus copper losses yields the tem-
perature rise of the outer surface of the core. An educated guess of
typically 10 to 15◦C is often assumed for the temperature rise of the
internal hot spot (usually the core center leg) above the core’s outer
surface.

Temperature rise is dependent not only on the radiating surface
area but also on the total dissipation. The greater the power dissipa-
tion from a radiating surface, the greater the temperature differential
between the surface and the ambient air, and the more easily the sur-
face area loses its heat or the lower the thermal resistance.

Transformer temperature rise will be estimated herein8 as if the
transformer’s total outer surface area (2 × width × height 2 × width ×
thickness 2×height×thickness) were the radiating area of an equivalent
heat sink. The thermal resistance of this equivalent heat sink will be
modified by the total dissipation (total of core plus copper losses).
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Ferroxcube-Philips Magnetics Inc. TDK

EE Cores

814E250 41205

813E187 41808 EE19

813E343

812E250

782E272

E375 43515

E21 44317

783E608 EE4/42/15

783E776

E625 44721

E55 EE55/55/21

E75 45724

EC Cores

EC35 43517 EC35

EC41 44119 EC41

EC52 45224 EC52

EC70 47035 EC70

ETD Cores

ETD29

ETD34 43434 ETD34

ETD39 43939 ETD39

ETD44 44444 ETD44

ETD49 44949 ETD49

Pot Cores

704 40704 P7/4

905 40905 P9/5

1107 41107 P11/17

1408 41408 P14/8

TABLE 7.3 Core Type Numbers for Geometrically
Interchangeable Cores
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Ferroxcube-Philips Magnetics Inc. TDK

Pot Cores (Continued)

1811 41811 P14/8

2213 42213 P22/13

2616 42616 P26/16

3019 43019 P30/19

3622 43622 P36/22

4229 44229 P42/29

RM Cores

RM4 41110 RM4

RM5 41510 RM5

RM6 41812 RM6

RM7 RM7

RM8 42316 RM8

RM10 42819 RM10

RM12 43723 RM12

RM14 RM14

PQ Cores

42016 PQ20/16

42020 PQ20/20

42620 PQ2620

42625 PQ26/25

43220 PQ32/20

43230 PQ32/30

43535 PQ32/30

44040 PQ40/40

PQ50/50

TABLE 7.3 Core Type Numbers for Geometrically
Interchangeable Cores (Continued)

An empirical curve of heat-sink thermal resistance versus total sur-
face area is shown in Figure 7.4a . It is the average of a large number of
heat sinks of different sizes and shapes from different heat-sink man-
ufacturers. The curve is the thermal resistance at a 1-W power level,
and is a straight line on a log-log graph.
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FIGURE 7.4 Calculating transformer temperature rise from its equivalent
heat-sink area (total core area of both faces plus edge area). (a ) Thermal
resistance versus total heat-sink area. Total area means area of both sides of a
flat plate, or both sides of all fins plus the back of a finned heat sink. Curve is
at a power dissipation of 1 W. Use multiplying factor of Figure 7.4b for other
power levels. (b) Normalized thermal resistance versus power dissipation in
a heat sink. (c) Heat-sink temperature rise versus power dissipation for
various heat-sink areas. From 7.19: T = 80A−0.70 P0.85. Figure 7.4b is
represented analytically by K1 = P−0.15. Combining Figure 7.4a (= 80A−0.70)
and 7.4b gives the temperature rise for any transformer power dissipation
and radiating surface areas as T = 80A−0.70 P0.85.

Although the thermal resistance of a finned heat sink depends some-
what on fin shape and spacing, and if the surface is blackened or
aluminized, these are second-order effects. To a close approximation,
the thermal resistance of a heat sink depends almost entirely on its
radiating surface area only.
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FIGURE 7.4 (Continued)

Also from various heat-sink manufacturers’ catalogs, an average
empirical curve is shown in Figure 7.4b, which gives the variation of
thermal resistance with power dissipation.

From Figure 7.4a and 7.4b, the more directly useful curves of
Figure 7.4c are derived. Figure 7.4c gives the temperature rise above
ambient for various heat-sink areas (diagonal lines) and power dissi-
pation. A transformer’s outer surface temperature rise will hereafter
be read from Figure 7.4c for the sum of its core plus copper losses
and total radiating surface area as defined above. It is interesting to
read from Figure 7.4c the temperature rise of the two cores discussed
in Section 7.3.5.1. There it was calculated that an E55 of 43.5 cm3 vol-
ume, operated at 1600 G and 200 kHz, dissipated 30.5 W. Its radiating
surface area as defined above is 16.5 in2. From Figure 7.4c, neglecting
copper losses entirely, at 30.5 W of core losses its temperature rise is
185◦C.

The smaller 813E343 core of 1.64-cm3 volume, also operated at
1600 G and 200 kHz, has 1.15 W of core losses. Its radiating surface
area, calculated as above, is 1.90 in2. From Figure 7.4c, neglecting
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Thermal resistance, ◦C/W

Radiating surface Measured by Calculated from
Core area, in2 manufacturer Figure 7.4a

EC35 5.68 18.5 23.7

EC41 7.80 16.5 19.0

EC52 10.8 11.0 12.6

EC70 22.0 7.5 9.2

TABLE 7.4 Core Thermal Resistance

copper losses, its temperature rise is only 57◦C. It is thus verified that
it is easier for smaller cores to deliver the powers shown in Figure 7.2a
and 7.2b at 1600 G and high frequency.

It is of interest to compare the thermal resistance of some cores as
measured by the manufacturer and as calculated (Rt = 80A−0.70) from
Figure 7.4a (see Table 7.4).

7.5 Transformer Copper Losses
7.5.1 Introduction
In Section 7.3 it was stated that wire size for all windings would be
chosen to yield a current density of 500 circular mils per RMS am-
pere. It was assumed there that copper losses would be calculated as
(Irms)2 Rdc, where Rdr is the winding’s DC resistance as calculated from
its length and resistance in ohms per foot as read from the wire tables
for the selected wire size. It was also assumed that Irms is the RMS
current as calculated from its waveshape (Sections 2.2.10.2, 2.3.10.4).

There are two effects—skin and proximity effects—which can cause
the winding losses to be significantly greater than (Irms)2 Rdr.

Both skin and proximity effects arise from eddy currents, which are
induced by the varying magnetic fields in the coil. Skin effect is caused
by eddy currents induced in a wire by the magnetic field of the current
carried by the wire itself. Proximity effect is caused by eddy currents
induced in wires by magnetic fields of currents in adjacent wires or
adjacent layers of the coil.

Skin effect causes current in a wire to flow only in a layer on the
surface of the wire. The depth of this skin or annular conducting area
is inversely proportional to the square root of the frequency. Thus, as
frequency increases, a progressively larger part of solid wire area is
lost, increasing the AC resistance and hence copper losses.
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One might not expect skin effect to increase wire resistance signif-
icantly at low frequencies, since the skin depth is 17.9 mils at 25 kHz
for example.

However, currents in conventional switching supplies have rectan-
gular waveshapes, whose high-frequency Fourier components com-
prise a considerable proportion of the total energy. Thus high AC
resistance at these high-frequency harmonics is a concern even in a
25-kHz rectangular current waveform.

Skin effect will be discussed quantitatively in the following sections.
Proximity effect, caused by eddy currents induced by varying mag-

netic fields from adjacent conductors or adjacent coil layers, can cause
considerably more copper loss than skin effect.

Proximity-effect losses can be especially high in multi-layer coils.
This is so partly because the induced eddy currents crowd the net
current into a small fraction of the copper wire area, increasing its
resistance. What makes proximity effect more serious is that these
induced eddy currents can be many times greater than the net current
flowing in the individual wire or wire layers. This will be discussed
quantitatively in the following sections.

7.5.2 Skin Effect
Skin effect9−17 had been known, and equations had been derived for
skin depth versus frequency, as far back as 1915.9 The means by which
induced eddy currents cause current to crowd into the thin outer skin
of a conductor can be seen in Figure 7.5, which shows a section of a
round conductor sliced through a diameter. It carries its main current
in the direction of OA. If not for skin effect, the current would be
uniformly distributed throughout the wire volume.

All current flowing in the direction OA is encircled by magnetic flux
lines normal to OA. Consider a thin filament of current flowing along
the axis OA. By Fleming’s right-hand rule, its magnetic flux lines are
in the direction shown by the arrow in the figure—from 1 to 2 to 3 and
around back to 1.

Consider two flat loops (X and Y) within the wire. They are on a
wire diameter and extend the full length of the wire. These loops are
symmetrically displaced to either side of the wire axis. The magnetic
flux lines flow up through loop X (shown by the dots in the center of
the loop), and back down through loop Y (shown by the crosses in the
center of loop Y).

By Faraday’s law, when a varying magnetic field flows through an
area, a current is induced in a line encircling that area. By Lenz’s law,
the polarity of the magnetic field induced by the eddy current flow
opposes that which caused the eddy current.

Thus eddy currents will be induced in loops X and Y that flow in the
directions shown. By the right-hand rule, the current in loop X flows
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FIGURE 7.5 Eddy currents in a round wire cause skin effect—current
canceling in the center of the wire, and its crowing into the outer skin. The
magnetic field of the current in the wire induces voltages in loops such as
abcd and efgh. The polarity of these voltages causes eddy currents to flow
around the boundaries of the loops. The direction of the eddy currents is
opposite to the main current flow on the inside of the loops (d to c and e to
f ), and in the same direction as the main current flow on the outside of the
loops (b to a and g to h). The consequence is the canceling of current flow on
the inside of the wire and its concentration in a skin on its outside.

clockwise in the direction d to c to a to d. That direction of current flow
causes a magnetic field to go down through the center of the loop in
opposition to the field from the main filament of current along OA.
Similarly, in loop Y, the eddy current flows counterclockwise (efgh
and back to e) so as to cause a magnetic field to come up through
the center of the loop in opposition to the magnetic field of the main
current filament along OA.

Note that the eddy currents along arms dc and ef are in a direction
opposite to that of the main current filament OA, and tend to cancel
it. Further, eddy currents along arms ab and gh (along the outer skin
of the wire) are in the same direction as the main current, and tend to
reinforce it.

Thus the net current—the sum of the eddy currents and the main
current which caused them—is canceled at the center of the wire
and crowded into the outer skin. Thus at high frequency, the total
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current-carrying area is less than the full wire area and the AC resis-
tance is greater than the DC resistance by an amount determined by
the skin thickness.

7.5.3 Skin Effect—Quantitative Relations
Skin depth is defined as the distance below the surface where the
current density has fallen to 1/e , or 37%, of its value at the surface.
The relation between skin depth and frequency has been derived by
many sources9 and for copper wire at 70◦C is

S = 2837√
f

(7.19)

where S is the skin depth in mils and f is frequency in hertz.
Table 7.5 shows skin depth for copper wire at 70◦C at various fre-

quencies as calculated from Eq. 7.19.
Consider conductors of circular cross section. The relationship

among a DC resistance Rdc, an AC resistance due to skin effect Rac,

Frequency, kHz Skin depth, mils*

25 17.9

50 12.7

75 10.4

100 8.97

125 8.02

150 7.32

175 6.78

200 6.34

225 5.98

250 5.67

300 5.18

400 4.49

500 4.01

∗ From Eq. 7.19. Skin depth S = 2837/
√

f ;S in mils for f in hertz.

TABLE 7.5 Skin Depth in Copper Wire at 70◦C
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and a resistance change �R due to skin effect is

Rac = Rdc + �R = Rdc

(
1 + �R

Rdc

)
= Rdc (1 + f )

or
Rac

Rdc
= 1 + f (7.20)

From the skin depth relation of Eq. 7.19, the ratio Rac/Rdc can be
calculated for any wire size at any frequency. Since the resistances are
inversely proportional to wire conducting area, and the conducting
area of the wire is the annular ring whose inner radius is (r – S), for
any skin depth S, wire radius r , and diameter d

Rac

Rdc
= πr2

πr2 − π (r − S)2

= (r/S)2

(r/S)2 − (r − S)2 /S2

= (r/S)2

(r/S)2 − (r/S − 1)2

= (d/2S)2

(d/2S)2 − (d/2S − 1)2 (7.21)

Eq. 7.21 indicates that the wire’s AC-to-DC resistance Rac/Rdc = (1/ f )
is dependent only on the ratio of wire diameter to skin depth. Figure
7.6 plots Rac/Rdc against the ratio d/S from Eq. 7.21.

7.5.4 AC/DC Resistance Ratio for Various
Wire Sizes at Various Frequencies

Because of skin effect, the AC-to-DC resistance ratio of round wire is
dependent on the ratio of the wire diameter to skin depth (Eq. 7.21).
Further, since skin depth is inversely proportional to the square root
of frequency, different-sized wires have different AC-to-DC resistance
ratios, and these ratios increase with frequency.

Table 7.6 shows this for all even-numbered wire sizes at 25, 50, 100,
and 200 kHz. In this table, d/S (wire diameter/skin depth ratio) is
calculated from the maximum bare wire diameter as given in the wire
tables and skin depth is calculated from Eq. 7.19 (Table 7.5). From these
d/S ratios, Rac/Rdc is calculated from Eq. 7.21 or read from Figure 7.6.

It is apparent from Table 7.6 that large-diameter wires have a large
AC/DC resistance ratio, which increases greatly with frequency. Thus
No. 14 wire has a diameter 64.7 mils and a skin depth of 17.9 mils at
25 kHz (Table 7.5). This yields a d/S ratio of 3.6, and from Figure 7.6,
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25 kHz 50 kHz 100 kHz 200 kHz

Skin Skin Skin Skin
Diameter depth S, depth S, depth S, depth S,

AWG d, mils mils d/S Rac/Rdc mils d/S Rac/Rdc mils d/S Rac/Rdc mils d/S Rac/Rdc

12 81.6 17.9 4.56 1.45 12.7 6.43 1.85 8.97 9.10 2.55 6.34 12.87 3.50

14 64.7 17.9 3.61 1.30 12.7 5.09 1.54 8.97 7.21 2.00 6.34 10.21 2.90

16 51.3 17.9 2.87 1.10 12.7 4.04 1.25 8.97 5.72 1.70 6.34 8.09 2.30

18 40.7 17.9 2.27 1.05 12.7 3.20 1.15 8.97 4.54 1.40 6.34 6.42 1.85

20 32.3 17.9 1.80 1.00 12.7 2.54 1.05 8.97 3.60 1.25 6.34 5.09 1.54

22 25.6 17.9 1.43 1.00 12.7 2.02 1.00 8.97 2.85 1.10 6.34 4.04 1.30

24 20.3 17.9 1.13 1.00 12.7 1.60 1.00 8.97 2.26 1.04 6.34 3.20 1.15

26 16.1 17.9 0.90 1.00 12.7 1.27 1.00 8.97 1.79 1.00 6.34 2.54 1.05

28 12.7 17.9 0.71 1.00 12.7 1.00 1.00 8.97 1.42 1.00 6.34 2.00 1.00

30 10.1 17.9 0.56 1.00 12.7 0.80 1.00 8.97 1.13 1.00 6.34 1.59 1.00

32 8.1 17.9 0.45 1.00 12.7 0.64 1.00 8.97 0.90 1.00 6.34 1.28 1.00

34 6.4 17.9 0.36 1.00 12.7 0.50 1.00 8.97 0.71 1.00 6.34 1.01 1.00

Note. Skin depths are taken from Table 7.5; Rac/Rdc from Eq. 7.21.

TABLE 7.6 AC/DC Resistance Ratios Due to Skin Effect
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FIGURE 7.6 AC-to-DC resistance ratio for round wires versus ratio of wire
diameter to skin depth (d/S). (From Eq. 7.21.)

its AC/DC resistance ratio is already 1.25. But the same wire at 200 kHz
has a skin depth of 6.34 mils and a d/S ratio of 10.2—and from
Figure 7.6, its AC/DC resistance ratio is 3.3!

However, Table 7.6 should not be misinterpreted. Although
Figure 7.6 shows that Rac/Rdc increases as wire diameter increases
(d/S increases), Rac actually decreases as wire diameter increases, and
larger wire sizes will yield lower copper losses. This is because Rdc
is inversely proportional to d2, and decreases more rapidly than Rac
decreases as a result of increasing d. This is because Rac is inversely
proportional to the area of the annular skin, whose depth is S. Thus
as d increases, Rac decreases.

Large-diameter wire is much too lossy to use at high frequencies.
Rather than using a single large-diameter wire, a number of parallel
smaller-diameter wires with the same total circular-mil area can be
used. This increases the total area of conducting annular skin zones,
and can be seen as follows. If, say, two parallel wires are to have a
total circular mil area of a single larger wire, the diameter of the two
smaller wires must be D/

√
2, in which D is the diameter of the single

original wire.
For skin depth S, the annular skin of the single original wire has

total area πDS. Because skin depth is not related to wire diameter,
only to frequency (Eq. 7.20), the total area of the skins of the two
smaller wires is 2

[
π(D/

√
2)S

] = π
√

2DS; and the conducting area of
the two skins with two smaller wires is larger by a factor of

√
2, or an

additional 41% over that of a single wire with the same skin depth
and equal circular-mil area.
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This fact gave rise to the invention of Litz wire,16 which consists
of a number of individual, fine, insulated wires or strands woven
together in a bundle. In this way, on average moving over the length
of the bundle, each strand spends equal times at all positions in the
bundle, near the center and at its periphery. This minimizes both skin
and proximity effects.12

Litz wire is about 5% more expensive than solid wire, but this is not
as much of a drawback as the difficulty of handling it in a production
environment. Care must be taken that all the fine strands (usually from
28 to 50 AWG) are soldered together at each end. It is reported that
if some of the strands are broken or for some reason not connected
at both ends, losses increase significantly. Also, other effects such as
audible noise or vibration can occur.

General practice is to avoid Litz wire at switching frequencies up
to 50 kHz. It is occasionally used at 100 kHz, and its use should be
weighed against the use of up to four parallel small diameter wires.

Some appreciation of the tradeoff is obtained from Table 7.6, where
it is seen that AC resistance of No. 18 wire is only 5% greater than its DC
resistance at 25 kHz because of skin effect. This is not too significant.
At 50 kHz, Rac is 15% higher and at 100 and 200 kHz, it is 40 and 85%
higher, respectively.

These numbers do not take into account that in most switching sup-
ply topologies, currents have rectangular waveshapes in which much
of the energy is in the harmonics. When the losses in the harmonics of
the current square wave are considered, the AC/DC resistance ratios
of Table 7.6 will be seen to increase more rapidly with frequency. This
will be taken up in the following section.

For high currents (usually above 15 to 20 A in secondaries), thin
copper foil is often used, rather than Litz wire or multiple strands of
solid wire. The foil is cut to the bobbin width (or less if VDE safety
specifications must be observed). Foil thickness is typically chosen
about 37% greater than the skin depth at the fundamental switching
frequency. The foil can be covered with a 1-mil layer of plastic (Mylar)
and wrapped as a ribbon around the bobbin for the required number
of turns.

7.5.5 Skin Effect with Rectangular Current
Waveshapes14

The ratio of AC-to-DC resistance is strongly dependent on the wire
diameter/skin depth ratio (Figure 7.6), but skin depth is dependent
on frequency (Eq. 7.19). In most switching power supply topologies,
current waveshapes are rectangular with much of the energy residing
in the harmonics. The question thus arises at what frequency to cal-
culate skin depth. Venkatramen has rigorously analyzed this issue.14
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A simplifying approximation has been made herein to permit esti-
mation of the ratio of AC to DC resistance, and hence calculation of
copper losses.

It is assumed that the majority of the energy in the square current
waveshape resides in the first three harmonics. Skin depth S is then
calculated from Eq. 7.19 for each of the three harmonics of the most
usual switching frequencies: 25, 50, 100, and 200 kHz.

The average skin depth Sav is found for those switching frequencies.
From this average skin depth, the average ratio d/Sav is calculated for a
range of even-numbered wire sizes. This d/Sav is then used in reading
Rac/Rdc from Figure 7.6. The results are shown in Table 7.7.

Depending on how much of the square-wave energy is contained in
harmonics above the third, Table 7.6 might give an optimistic estimate
of skin effect losses for square current waveforms. Table 7.8 presents a
comparison of Rac/Rdc for No. 18 wire as read from Tables 7.6 and 7.7.

7.5.6 Proximity Effect
Proximity effect11−15 is caused by alternating magnetic fields arising
from currents in adjacent wires, adjacent turns of the same wire, and
more seriously, adjacent winding layers in a multi-layer coil.

It is more serious than skin effect because the latter increases copper
losses only by restricting the conducting area of the wire to a thin skin
on its surface, but it does not change the magnitude of the currents
flowing—only the current density at the wire surfaces. In contrast, in
proximity effect, eddy currents caused by magnetic fields of currents in
adjacent coil layers increase exponentially in amplitude as the number
of coil layers increases.

7.5.6.1 Mechanism of Proximity Effect
Figure 7.7 shows how proximity effect comes about. There, currents
are shown flowing in opposite directions (AA′ and BB′) in two parallel
conductors. For simplicity, the conductors are shown as having a thin
rectangular cross section and are closely spaced. The conductors could
just as well be round wires or flat layers of closely spaced round wires
such as adjacent layers in a transformer coil.

By Faraday’s law, this varying magnetic field flowing through the
area of loop 5678 induces a voltage in series with any line bounding the
area of the loop. By Lenz’s Law, the direction of this induced voltage
produces a current flow in the area boundary such that its magnetic
field is in the direction opposite to that of the magnetic field which
induced the current flow.

Thus the current flow is counterclockwise in loop 5678. It is seen that
on the bottom of the loop, the current flow is in the same direction
(7 to 8) as the main current in the upper conductor (B to B ′), and
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25 kHz 50 kHz 100 kHz 200 kHz

Skin Skin Skin Skin
Diameter depth S, depth S, depth S, depth S,

Wire no. d, mils mils d/S Rac/Rdc mils d/S Rac/Rdc mils d/S Rac/Rdc mils d/S Rac/Rdc

12 81.6 13.2 6.18 1.85 9.66 8.45 2.40 6.83 11.95 3.30 4.83 16.89 4.50

14 64.7 13.2 4.90 1.50 9.66 6.70 1.90 6.83 9.47 2.65 4.83 13.40 3.70

16 51.3 13.2 3.89 1.25 9.66 5.31 1.59 6.83 7.51 2.12 4.83 10.62 2.90

18 40.7 13.2 3.08 1.13 9.66 4.21 1.35 6.83 5.96 1.75 4.83 8.43 2.36

20 32.3 13.2 2.45 1.05 9.66 3.34 1.17 6.83 4.73 1.45 4.83 6.69 1.90

22 25.6 13.2 1.94 1.00 9.66 2.65 1.07 6.83 3.75 1.25 4.83 5.30 1.56

24 20.3 13.2 1.54 1.00 9.66 2.10 1.01 6.83 2.97 1.12 4.83 4.20 1.35

26 16.1 13.2 1.22 1.00 9.66 1.67 1.00 6.83 2.36 1.04 4.83 3.33 1.17

28 12.7 13.2 0.96 1.00 9.66 1.31 1.00 6.83 1.86 1.00 4.83 2.63 1.07

30 10.1 13.2 0.77 1.00 9.66 1.05 1.00 6.83 1.48 1.00 4.83 2.09 1.01

32 8.1 13.2 0.61 1.00 9.66 0.84 1.00 6.83 1.19 1.00 4.83 1.68 1.00

34 6.4 13.2 0.48 1.00 9.66 0.66 1.00 6.83 0.94 1.00 4.83 1.33 1.00

Note. This is a simplifying approximation. It is assumed that most energy resides in the first three harmonics of the square-wave fundamental
frequency. Average skin depth for the square-wave current is then taken as the average of the first three harmonics of each fundamental as
read in Table 7.5. From these average skin depths d/S is calculated, and from this Rac/Rdc is read from Figure 7.6.

TABLE 7.7 Skin Effect AC/DC Resistance Ratios for Square-Wave Currents at Four Commonly Used Switching Frequencies
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Rac/Rdc (Table 7.6) Rac/Rdc (Table 7.7)
Frequency, kHz sine-wave currents square-wave currents

25 1.05 1.13

50 1.15 1.35

100 1.40 1.75

200 1.85 2.36

TABLE 7.8 AC-to-DC Resistance for No. 18 Wire

reinforces that current. On the top edge of the loop, current flow is
opposite (5 to 6) to the main current and tends to cancel it. This occurs
in all loops parallel to 5678 throughout the conductor width.

The result is an eddy current flowing along the full length of the
bottom surface of the upper conductor in the direction 7 to 8, and
returning along the upper surface of the upper conductor where it is
canceled by the main current.

A similar analysis shows an eddy current flows along the full length
of the upper surface of the bottom conductor in the direction to rein-
force the main current. In the bottom surface of the lower conductor,
it is in the direction opposite to the main current flow and tends to
cancel it.

Thus currents in the two conductors are confined to a thin skin on
the conductor surfaces that face one another. The depth of the skin is
related to frequency, as in skin effect.

7.5.6.2 Proximity Effect Between Adjacent Layers
in a Transformer Coil

Current in the individual wires in a layer of a transformer coil flow
parallel to one another, and in the same direction. The current in a layer
can then be considered to flow in a thin rectangular sheet whose height
is the wire diameter and whose width is that of the coil. Thus there
will be induced eddy currents that flow the full length of the winding.
They will flow in thin skins on the interfaces between adjacent coil
layers, just as described in the previous section for proximity effect in
two adjacent flat conductors.

However, it is very significant that the amplitude of these eddy cur-
rents increases exponentially with the number of layers. It is this that
makes proximity current effect much more serious than skin effect.

A widely referenced, classic paper by Dowell13 analyzes proximity
effect in transformers and derives curves showing the ratio of AC- to-
DC resistance Rac/Rdc as a function of the number of winding layers,
and the ratio of wire diameter to skin depth. A detailed summary of
Dowell’s results is beyond the scope of this text, but it is well covered
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FIGURE 7.7 Magnetic field of currents in the lower conductor induces
voltage in adjacent upper conductor. The resultant eddy current shown in
this diagram flows along the full length of the wires on their top and bottom
surfaces. On the top surface of the bottom conductor, the eddy current is in
the same direction and reinforces the main current flow (AA′). On the bottom
surface of the bottom conductor, the eddy current is in the direction opposite
to that of the main current flow and cancels it. On the bottom surface of the
upper conductor, the eddy current is in the same direction as that of the main
current and reinforces it. On the top surface of the top conductor, the
direction of the eddy current is opposite to that of the main current and
cancels it. The consequence is that current in each conductor is confined to
thin skins in the surfaces facing each other. The bottom conductor is
surrounded by a magnetic field, which is shown coming out of its edge 1234,
passing into the edge of the upper conductor, out of the opposite edge, and
returning back into the far edge of the lower conductor. By Fleming’s
right-hand rule, the direction of the magnetic field is into edge 5678 of the
upper conductor.

by Snelling.12 A good discussion of Dowell’s curves, showing physi-
cally why Rac/Rdc increases exponentially with the number of layers,
is given by Dixon.11

Herein, Dowell’s curves will be presented, and a discussion will be
given of their use and significance on the basis of Dixon’s treatment.

Figure 7.8a shows an EE core with three primary layers. Each layer
can be considered as a single sheet carrying a current I = NIt , in which
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FIGURE 7.8 (a ) Exponential buildup of surface eddy currents in a
multi-layer coil. (b) Current in the first layer is confined to a thin skin on its
surface facing away from the ferrite material as dictated by Ampere’s law.

N is the number of turns in the layer and It is the current per turn.
Now recall Ampere’s law which states that rH dl = 0.4π I , or the line
integral of H dl around any closed loop, is equal to 0.4π I , where I is
the total current enclosed by the loop. This is the magnetic equivalent
of Ohm’s law, which states that the applied voltage to a closed loop
is equal to the sum of all the voltage drops around that loop.

If the line integral is taken around the loop abcd in Figure 7.8b, the
magnetic reluctance (magnetic analog of resistance) along the path
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bcda is low, since the path is in ferrite material which has high per-
meability. Thus most of the magnetic field intensity appears along the
path ab which lies between sheets 1 and 2 and almost none of it lies
along the leftmost surface of sheet 1. Since it is the magnetic field in-
tensity along the surfaces which cause the skin currents to flow, all
the current I that is carried by sheet 2 flows on its rightmost surface
in, say, the plus direction (indicated by the dots) and no current flows
on its leftmost surface.

Now consider the currents in sheet 2 (Figure 7.8a ), and let us assume
for this discussion that all winding currents are 1 A. Proximity effect
as described for Figure 7.7 will cause eddy currents to flow on its left-
and rightmost surfaces to a depth equal to the skin depth for that
frequency. The magnetic field intensity cannot penetrate more than
a skin depth below the right-hand surface of sheet 1 or the left-hand
surface of sheet 2.

If the integral rH dl is taken around the loop efgh (through the centers
of sheets 1 and 2), since there is zero field intensity along that path,
the net current enclosed by that path must be zero by Ampere’s law.
Further, since the current on the rightmost surface of sheet 1 is 1 A in
the plus direction, the current in the left-hand skin of sheet 2 must be
1 A, but in the minus direction (indicated by crosses).

However, the net current in each of the three sheets is 1 A. Hence,
with a –1 current in the left skin of sheet 2, the current in its right-hand
skin must be 2 A.

In a similar argument, the current in the left-hand skin of sheet 3 is
–2 A, forcing the current in its high-hand skin to be 3 A.

It can be seen from this intuitive reasoning that proximity effect
causes eddy currents in the skins of a multi-layer coil to increase ex-
ponentially with the number of layers. The Dowell13 analysis covered
in the next section verifies this quantitatively.

7.5.6.3 Proximity Effect AC/DC Resistance Ratios
from Dowell Curves

Dowell’s analysis13 yields the widely referenced curves of Figure 7.9.
They show the ratio of AC/DC resistance (FR = Rac/Rdc) versus a
factor

h
√

Fl

�

in which h = effective round wire height = 0.866 (wire diameter
d) = 0.866d

� = skin depth (from Table 7.5)
Fl = copper layer factor =Nld/w (where Nl = number of

turns per layer, w = layer width, d = wire diameter;
note Fl = 1 for foil)
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FIGURE 7.9 Ratio of AC to DC resistance due to proximity effect. The ratio
is given for a number of different values of a variable p, which is the number
of coil layers per portion. A “portion” is defined as a region where the
low-frequency magnetomotive force (rH dl = 0.4πNI) ranges from zero to a
peak, and back to zero. This “portion”—often misinterpreted—is clarified
thus. Consider that the primary and secondary are both multi-layer
windings, stacked on the bobbin with the primary layers innermost,
followed by the secondary layers on top as in Figure 7.10a . Moving outward
from the center leg of the core, the magnetomotive force (rH dl = 0.4πNI)
increases linearly as shown in Figure 7.10a . (From Dowell, Ref. 1.)
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FIGURE 7.10 (a ) Low-frequency magnetomotive force buildup in two-layer
primary, secondary when primary and secondary layers are not interleaved.
A “portion” is defined as the region between zero and a peak in mag-
netomotive force. Here there are two layers per portion. See Figure 7.9 for
significance of “layers per portion.” (b) By interleaving primary and
secondary layers, the number of layers per portion has decreased to 1 and
the AC/DC resistance ratio has decreased significantly (Figure 7.9).

As the line integral is taken over an increasing distance out from
the innermost primary layer, it encloses more ampere turns. Then at
the secondary-primary interface, rH dl has reached a peak and starts
falling linearly. In a conventional transformer (unlike a flyback), the
secondary ampere turns are always simultaneously in the direction
opposite to that of the primary ampere turns. Stated differently, when
current in a primary flows into a “dot” end, secondary current flows
out of the dot end.

When the line integral is taken over the last secondary layer, rH
dl has fallen back to zero. This is just another way of stating “the
total secondary ampere turns bucks out the primary ampere turns”—
except for the small primary magnetizing current.

Thus a “portion” is a region between zero and a peak magnetizing
force, and for two secondary and two primary layers, sequenced as
in Figure 7.10a , the number of layers per portion p is 2. In Figure 7.9,
for—say—a

(
h
√

Fl
)
/�ratio of 4, Rac/Rdc is about 13!
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The number of ampere turns in each half secondary in Figure 7.10a
is equal to half the total ampere turns of the primary. If the two pri-
mary and secondary layers are interleaved as in Figure7.10b, the low-
frequency magnetomotive forces are as shown. Now the number of
layers between zero and a peak of magnetomotive force is only 1. For
the same

(
h
√

Fl
)
/�ratio of 4 (from Figure 7.9), the ratio Rac/Rdc per

portion is now only 4 instead of 13! Thus the total AC resistance of
either the primary or secondary is only 4 instead of 13 times its DC
resistance.

Note in Figure 7.9 that the number of layers per portion is shown
going down to 1/2. The significance of 1/2 layer per portion can be seen
in Figure 7.11. There it is seen that if the secondary consists of only
one layer, the point at which the low-frequency magnetomotive force
comes back to zero is halfway through the thickness of the secondary
layer. Figure 7.9 shows that for the same

(
h
√

Fl
)
/� ratio of 4, Rac/Rdc

is 2 instead of 4 for the case of Figure 7.10b.
Figure 7.9 is very valuable in selecting a primary wire size or a

secondary foil thickness at a rate other than the previously quoted
“500 circular mils per RMS ampere.” That choice usually leads to
large values of h/� at high frequencies and, as seen in Figure 7.9, to
very large values of Rac/Rdc.

It is often preferable to choose a smaller wire diameter or foil thick-
ness, yielding a

(
h
√

Fl
)
/� in the region of, say, 1.5. Of course, this

would increase Rdc, but the smaller ratio of Rac/Rdc may yield a lower
Rac and lower copper losses.

When interleaving windings in a push-pull circuit with two pri-
mary layers and two secondary layers, the simultaneously conduct-
ing half primary and secondary should be adjacent to each other as
in Figure 7.12a . Placing the nonconducting secondary adjacent to the
conducting primary (Figure 7.12b) would induce eddy currents in
it even when it is nonconducting. Placing the nonconducting sec-
ondary outside the conducting one places it in a region where the
half primary and half secondary ampere turns cancel during con-
duction time during each half cycle. Then, the line integral rH dl in
that region is zero, magnetomotive force is zero, and hence no eddy
currents flow in it during the conduction time of the opposite half
secondary.

Note that in a flyback circuit, primary and secondary currents are
not simultaneous. Thus, interleaving primary and secondary wind-
ings does not reduce proximity effect in flybacks. That can be done
only by keeping the number of layers to a minimum and using finer
wire than obtained from the rule of “500 circular mils per RMS am-
pere.” Although that increases DC resistance, it decreases Rac/Rdc,
from Figure 7.9.
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FIGURE 7.11 Half layers per portion (see Figure 7.9). With a single-layer
secondary sandwiched in between two half primaries, the ampere terms of a
half primary are bucked out by half the current in the secondary. In the
definition of “layers per portion” of Figure 7.9, each half of the secondary
operates at one-half layer per portion.

FIGURE 7.12 Correct (a ) and incorrect (b) layer sequencing in a push-pull
transformer. The sequencing of Figure 2.12b will produce significantly more
eddy current losses than that of Figure 7.12a because of proximity effect.
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7.6 Introduction: Inductor and Magnetics
Design Using the Area Product Method
In previous sections, the late Mr. Pressman refers to any wound com-
ponent with the property of inductance as “inductors.” At this point,
we will break from this convention to introduce a different term:
“choke.” I will use this traditional and somewhat neglected term for
wound components that carry significant DC bias currents with rel-
atively small AC ripple currents and voltages. A good example of a
choke application would be seen in the low pass output filter of a
typical switching supply.

The term “inductor” in this chapter will be limited to wound com-
ponents which carry alternating currents and voltages, but are not
required to support any significant DC bias current, while the term
“choke” will be used for “inductors” that carry a significant DC bias
current.

The reason for using the two discrete terms will become clear as we
proceed. It will be shown that the design process for inductors is quite
different from that used for chokes. Further, the materials used for the
two components can also be quite different. Chokes tend to be much
more tedious to design, due to the large number of interactive and
divergent variables that need to be reconciled by the designer. As a
result, the choke design process is intrinsically iterative. Although the
various charts shown here, and provided by the core manufacturer,
help to reduce the amount of iteration required for optimum design,
they do not completely eliminate it.

The design approach used in the following chapters will depend
on the application. Due to the many divergent variables, the final de-
sign tends to be a compromise, with emphasis being placed on the
parameters that the designer decides are most important in a par-
ticular application. This could be any of the following: minimum
cost, minimum size, minimum loss, maximum current, and maxi-
mum inductance. Since the optimum conditions for these basic re-
quirements are different, a tradeoff is forced on the designer, and the
design challenge is to obtain the best compromise for the intended
application.

In this chapter, I use figures, charts, nomograms, and tables to es-
tablish the values of the unknown variables. Although this may not
appear to be as precise as the formulae used in previous sections, it
is realistic, because manufacturing spreads are such that approximate
results are the realistic norm in the design of inductors and chokes.
The charts show general trends for a few typical examples, rather
than absolute values. Manufacturers are constantly improving their
materials, so for best results the designer should refer to latest data
provided by the manufacturer for actual design applications.
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Nomograms, charts, and tables yield fast solutions, and the trend
in a variable is more easily seen. Engineers that have less experience
in this design area will find that the visual approach to the subject
used here quickly provides a good understanding of the essential de-
sign parameters. I also make extensive use of the formulae and charts
developed by Colonel Wm. T McLyman.18,19 He did a great service
to the industry with his many years of measurement and research on
magnetic materials for the Jet Propulsion Laboratory. Finally, the de-
signer will find that the “Area Product” figure of merit favored by the
“Colonel” (this is his name, not his rank—smart parents!) is a very
useful design tool. A brief explanation follows.

7.6.1 The Area Product Figure of Merit
In the following sections we will look at inductor and choke design
examples and will make extensive use of a figure of merit developed
by Colonel Wm. T. McLyman, called the area product (AP). This is a
very powerful design tool, and can be used to indicate many properties
of the core. It greatly simplifies the design process.

The area product of a core is simply the product of the center pole
area multiplied by the area of the available winding window, that is,
the area available for the copper wire and insulation. When both areas
are measured in square centimeters, the product is in centimeters to
the fourth power, and it is simply a figure of merit.

It has been shown17,18,19 that the area product is a good indicator
of the power rating of the core for transformer applications, but it can
also be used to select an optimum core size in a choke design. It is a
versatile parameter because it can also predict other key parameters,
such as surface area, temperature rise, turns, and inductance.

The AP is now quoted by many core manufacturers. However, when
not shown, it may be calculated quite easily from the core dimensions
as follows:

In general

AP = Ae Aw

in which

AP = area product (cm4)
Aw = core winding window area (cm2) (Use one window of an E core)
Ae = effective area of the center pole (cm2)

The area product figure of merit will be used extensively in the fol-
lowing choke design sections; you will find it is a pivotal design
parameter.

Those who prefer a more in-depth derivation of the various mag-
netic equations, charts, and nomograms used in the following sections
will find them shown more fully in the references at the end of this
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chapter. Engineers who fully master all the theoretical and practical
requirements for optimum design of the various wound components
used in switchmode supplies will find that they have developed rare
and valuable design skills.

7.6.2 Inductor Design
We will start by looking at some typical switchmode power supply
inductors. Inductors are a little easier to understand and design, so
it is a good place to start. This approach leads us towards the more
complex iterative design process required for the design of chokes in
Sections 7.7, 7.8, 7.9, and 7.10.

In switchmode applications, inductors (wound components that
do not support any DC bias current) will normally be limited to the
following types:

• Low power signal-level inductors with no DC current compo-
nent

• Common-mode line filter inductors (these are special dual-
wound inductors that carry large but balanced line frequency
currents)

• Series-mode line filter inductors (these are inductors that carry
large unbalanced line frequency currents)

• Rod core inductors (small inductors wound on ferrite or iron
powder rods)

7.6.3 Low Power Signal-Level Inductors
Here we consider inductors that are normally used in signal applica-
tions. They are not required to support any DC current, or even very
much AC current or voltage stress. They are used in signal-level tun-
ing and filter applications. The design of such inductors is relatively
straightforward. For high frequency applications, the core material
will normally be ferrite. The inductance and required turns is ob-
tained directly from the Al value provided by the manufacturer for
the selected core. In signal applications the power is small and the
copper loss is not a problem, so large numbers of turns can be used if
large inductances are required.

The Al value, provided by the core manufacturer, should provide
the inductance of a single turn on the core, and includes the core
properties and the effect of any air gap that the manufacturer may
have provided. Remember that with any wound component, the in-
ductance increases as N2, so the inductance of the finished winding
will be

Ln = N2 Al1
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TIP Take care, because the manufacturer may provide Al values for a single
turn (Al1) or for many turns (Aln), where n is typically 100 turns or even
1000 turns. To avoid errors, I prefer to normalize the Al value down to a
single turn Al1 where

Al1 = Aln/N2

∼K.B.

In power supply applications, signal-level inductors have limited
use, so their design will not be covered in any more detail here; simply
calculate the inductance from the above equation.

7.6.4 Line Filter Inductors
Line filter inductors are found in low-pass RFI filters used at the input
of a switching power supply. Here, their function is to minimize the
conduction of high-frequency RFI electrical noise back into the sup-
ply lines. The RFI typically comes from electrical noise generated by
switching devices in the power supply.

Figure 7.13a shows a basic schematic of a typical line filter, of-
ten used to satisfy FCC conducted-mode RFI noise rejection limits
in direct-off-line switchmode supplies. The filter circuit has a bal-
anced common-mode inductor L1, with two identical windings and
common-mode decoupling capacitors C1 and C2. This is followed by
a series-mode inductor L2 with series-mode decoupling capacitors C4
and C3.

7.6.4.1 Common-Mode Line Filter Inductors
For the common-mode inductor L1 (a , b), we require the maximum
inductance consistent with reasonable size and cost, so we choose
the highest permeability core materials (typically >5,000 μ), because
high permeability provides more inductance per turn. Low core loss
would normally be considered an advantage in any design, but it is
not essential in this application as the high frequency AC stress is
normally very low so that in this type of inductor, core loss should not
be a problem.

Common-mode inductors are a special case because although they
may support DC currents and low frequency AC currents, the DC and
low frequency magnetizing stress is bucked out by the contra winding
arrangement.

7.6.4.2 Toroidal Core Common-Mode Line Filter Inductors
Figure 7.13b shows a typical common-mode inductor design, with
two separate windings on a high permeability toroidal ferrite core.
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FIGURE 7.13 (a ) A typical RFI line filter circuit, showing common-mode
and series-mode filter elements. Such circuits are often used to reduce the
conduction of RFI interference currents from the switching elements in the
SMPS into the input supply lines. (b) An example of a common-mode line
filter inductor, wound on a high permeability toroidal core. (c) An example
of a common-mode line filter inductor wound on a two section bobbin E
core. (d) An example of a series-mode line filter inductor, wound on a high
loss iron powder toroidal core.



C h a p t e r 7 : T r a n s f o r m e r s a n d M a g n e t i c D e s i g n 343

These two windings form inductors Lla and Llb, being wound on a
single core to form a tightly coupled dual-wound common-mode line-
filter inductor. Insulating material is located between the windings,
and from the windings to core, to meet safety agency insulation and
creepage spacing requirements.

Notice that this inductor has two isolated windings, with exactly
the same number of turns on each winding. The windings are tightly
coupled and connected into the circuit in such a way that the two
windings are in series anti-phase for the low-frequency series-mode
60-Hz line currents. (Notice that when the normal 60-Hz line current
flows into the start of the top winding, it flows out of the start of
the lower winding, and vice versa.) Hence, the magnetic field that
results from the 60-Hz series-mode AC line current (or the DC supply
currents, in DC converters) will cancel to zero in the core. With the
two windings connected in this way, the only inductance presented to
the 60-Hz supply current is the leakage inductance between the two
windings, and on a toroidal core this will be very small, so we can see
that the inductor is effectively transparent to the normal series-mode
supply currents.

With this anti-phase connection, the low-frequency AC (or DC)
series-mode supply current will not contribute to core saturation.
Hence, a very high permeability core material may be used with-
out concern for saturation, and without the need for a core air gap.
Toroidal cores do not have any core gap and often have the highest per-
meability, so a large inductance can be obtained with only a few turns.

For the common-mode noise, however (high-frequency noise cur-
rents or voltages which appear on both supply lines at the same time
with respect to the ground plane, terminal E), the two windings are
in parallel and are in phase, and a very high inductance is presented
between the power supply noise source and line input terminals L
and N. As a result, the majority of any common-mode noise currents
from the switching devices in the power supply are bypassed to the
ground plane by capacitors Cl and C2. This arrangement effectively
prevents any significant common-mode RFI currents from being con-
ducted back into the input supply lines.

The design approach for the common-mode inductor is very
straightforward. Select a high permeability toroidal core of convenient
size, and wind it with two single layer windings as shown in Figure
7.13b, using a wire gauge selected for the maximum RMS supply cur-
rent. The current density can be quite high (700 to 1000 amps/cm2)
because the core loss is negligible and the open single layer wind-
ing will cool very effectively. Although multiple layers can be used,
this is not recommended as the increased inter-winding capacitance
will decrease the self-resonant frequency, reducing the effective high-
frequency noise rejection ratio.
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The effective inductance can be calculated from the turns and the Al
value for the chosen core. Realize the two windings are effectively in
parallel for common-mode noise rejection conditions, and the effective
turns are those of only one winding. Hence

Ln = N2 Al1

TIP At the prototype stage, the actual inductance typically required from
the common-mode inductor is not known, as the magnitude of the RFI prob-
lem depends on many factors which have probably not been determined at
this stage. The final design is best determined by measurement of the actual
conducted RFI currents using a spectrum analyzer, after everything has been
built to its final standard. The test should include any chassis or box, and all
heat sinks and switching devices with the intended mounting hardware. If
more attenuation is required at this stage, then capacitors C1 and C2 can be
adjusted within limits.

If more inductance is required, then a larger core must be used. Supplies de-
signed for patient-connected medical applications have very stringent limits
on ground return currents, which confine the maximum value of the decou-
pling capacitors C1 and C2. The designer should expect to use much larger
common-mode RFI chokes in such applications. ∼K.B.

7.6.4.3 E Core Common-Mode Line Filter Inductors
E cores can also be used for common-mode line filter inductors. Figure
7.13c shows a typical example. Generally, E cores are easier to wind
and have lower manufacturing costs. The main disadvantages of E
cores are more variable inductance, lower core permeability, and larger
inter-winding capacitance.

TIP For the following reasons, the inductance of an E core is generally much
more variable than that of a toroidal core. All E cores are made in two parts.
The mating of these two parts is never perfect, so a small air gap is inevitable.
With high permeability core material, this gap (although very small) has a
significant effect on the total assembled permeability. Further, any contami-
nation in the gap will result in large variations. The permeability of a 5000
perm material may be reduced by as much as 60% in an E core form, so the in-
ductance will be lower in the same ratio. However, cost is a powerful incentive,
and E cores are very often used for this application, in spite of the above lim-
itations. Some manufacturers supply cores with the mating surfaces ground
optically flat, and such cores will retain much higher permeability providing
they are assembled in clean conditions. Typically, such cores are supplied in
matched pairs, which must be kept together for the best results. ∼K.B.
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7.6.5 Design Example: Common-Mode 60 Hz
Line Filter

In the following design example, a very simple and expedient ap-
proach will be taken. An E core is selected to fit a convenient size
and cost requirement. For prototypes this is not an unreasonable ap-
proach, because the filtering needs are not fully established at this
stage. Hence, it will be assumed that we simply want to obtain the
maximum common-mode inductance possible from the selected high-
permeability ferrite E core, while at the same time limiting the tem-
perature rise to 30◦C.

In common-mode line filters, the high frequency noise voltages are
quite small and the core loss will be negligible, so we consider only
copper loss in our temperature rise calculations. Typically, a two sec-
tion bobbin is used to provide good isolation between the two wind-
ings. The bobbin sections are completely filled with wire, allowing for
insulation, using two identical but separate windings.

In this example, we must choose a wire gauge such that the copper
loss at full load current will result in a temperature rise of 30◦C or
less. This design approach provides the maximum number of turns
and hence the maximum inductance that can be obtained from the
chosen core and temperature rise. The resulting pile wound bobbin
will have good low frequency noise rejection, but the inter-winding
capacitance may be quite large, and we will see that the high frequency
attenuation may be compromised to some extent.

TIP A large inter-winding capacitance will result in a low self-resonant
frequency, and the high-frequency noise components may effectively bypass
the inductor. However, it will be shown later that the higher-frequency com-
ponents can be more effectively blocked by the series-mode inductor shown
as L2 in Figure 7.13b. We will see that L2 normally has a very high self-
resonant frequency. ∼K.B.

7.6.5.1 Step 1: Select Core Size and Establish Area Product
In general, select an E core that meets the cost and mechanical size
requirements, and obtain its area product (AP) value from the manu-
facturer’s data. See Table 7.9, or you can calculate the AP as follows:

TIP The area product is the product of the core area (Ae ) and the usable
winding window area (Awb), both in cm2. (Include only the area of one
window of the E core.) If a bobbin is to be used, for conservative design, take
the internal winding area of the bobbin rather than the core, as shown in
Figure 7.16. Include both sections of the bobbin. ∼K.B.
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AWG Winding Data (Copper, Wire, Heavy Insulation)

Diameter, Area, Diameter, Area, A for
copper, copper, insulation, insulation, fl/cm fl/cm 450

AWG cm cm2 cm cm2 20◦C 100◦C A/cm2

10 .259 .052620 .273 .058572 .000033 .000044 23.679

11 .231 .041729 .244 .046738 .000041 .000055 18.778

12 .205 .033092 .218 .037309 .000052 .000070 14.892

13 .183 .026243 .195 .029793 .000066 .000088 11.809

14 .163 .020811 .174 .023800 .000083 .000111 9.365

15 .145 .016504 .156 .019021 .000104 .000140 7.427

16 .129 .013088 .139 .015207 .000132 .000176 5.890

17 .115 .010379 .124 .012164 .000166 .000222 4.671

18 .102 .008231 .111 .009735 .000209 .000280 3.704

19 .091 .006527 .100 .007794 .000264 .000353 2.937

20 .081 .005176 .089 .006244 .000333 .000445 2.329

21 .072 .004105 .080 .005004 .000420 .000561 1.847

22 .064 .003255 .071 .004013 .000530 .000708 1.465

23 .057 .002582 .064 .003221 .000668 .000892 1.162

24 .051 .002047 .057 .002586 .000842 .001125 .921

25 .045 .001624 .051 .002078 .001062 .001419 .731

26 .040 .001287 .046 .001671 .001339 .001789 .579

27 .036 .001021 .041 .001344 .001689 .002256 .459

28 .032 .000810 .037 .001083 .002129 .002845 .364

29 .029 .000642 .033 .000872 .002685 .003587 .289

30 .025 .000509 .030 .000704 .003386 .004523 .229

31 .023 .000404 .027 .000568 .004269 .005704 .182

32 .020 .000320 .024 .000459 .005384 .007192 .144

33 .018 .000254 .022 .000371 .006789 .009070 .114

TABLE 7.9 Magnet Wire Table for AWG 10 Through 41, Showing Current
Ratings for Choke and Transformer Designs at a Typical Current Density
of 450 amps/cm2 (Notice, increasing or decreasing the AWG value by
three steps changes the area of the copper by a factor of two. For example,
two wires of 18 AWG have the same area as one wire of 15 AWG.)
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AWG Winding Data (Copper, Wire, Heavy Insulation)

Diameter, Area, Diameter, Area, A for
copper, copper, insulation, insulation, fl/cm fl/cm 450

AWG cm cm2 cm cm2 20◦C 100◦C A/cm2

34 .016 .000201 .020 .000300 .008560 .011437 .091

35 .014 .000160 .018 .000243 .010795 .014422 .072

36 .013 .000127 .016 .000197 .013612 .018186 .057

37 .011 .000100 .014 .000160 .017165 .022932 .045

38 .010 .000080 .013 .000130 .021644 .028917 .036

39 .009 .000063 .012 .000106 .027293 .036464 .028

40 .008 .000050 .010 .000086 .034417 .045981 .023

41 .007 .000040 .009 .000070 .043399 .057982 .018

TABLE 7.9 Magnet Wire Table for AWG 10 Through 41, Showing Current
Ratings for Choke and Transformer Designs at a Typical Current Density
of 450 amps/cm2 (Notice, increasing or decreasing the AWG value by
three steps changes the area of the copper by a factor of two. For example,
two wires of 18 AWG have the same area as one wire of 15 AWG.)
(Continued)

The area product (AP) is defined as

AP = Ae Awb(cm4)

in which
Ae is the area of the core (cm2)
Awb is the winding area of the bobbin (cm2)

7.6.5.2 Step 2: Establish Thermal Resistance
and Internal Dissipation Limit

In general, with the value of AP established above, enter Figure 7.14
at the lower edge and project up to the required temperature rise
line. At the intercept with the temperature rise line, project left to
get the predicted thermal resistance (Rth) for the fully wound finished
inductor on the left scale. Rth is given in ◦C/watt, assuming an ambient
temperature of 25◦C.

With Rth, we can calculate the permitted winding dissipation (Wcu)
that just gives the specified 30◦C temperature rise (�T) as follows:

Wcu = �T/Rth(watts)
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FIGURE 7.14 Link between the area product and thermal resistance for fully
wound standard E cores, with temperature rise above an ambient of 25◦C in
free air, as a parameter.

For this example, we assume an EC35 E core has been chosen, with
an effective area product of 1.3 cm4. A bobbin will be used, and this
reduces the effective area product to 1.1 cm4. Entering the lower scale
of Figure 7.14 with AP = 1.1 cm4 and projecting up to the 30◦C line,
a thermal resistance (Rth) of 20◦C/watt is predicted on the left scale.
In this nomogram, the Rth intercept is for a temperature rise (�T) of
30◦C above an ambient of 25◦C. Hence, assuming zero core loss, the
maximum permitted copper loss in the winding (Wcu) will be

Wcu = �T/Rth = 30/20 = 1.5 watts

7.6.5.3 Step 3: Establish Winding Resistance
We can now calculate the maximum permitted winding resistance Rw
at the working 60-Hz AC current of 5 A RMS, that will generate a
copper loss of 1.5 watts as follows:

We have Wcu copper loss of 1.5 watts, and with current of 5 A RMS;
hence,

Rwp = Wcu/ l2 = 1.5/25 = 60 milliohms (or 0.16 ohms)
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Having established the resistance of a fully wound bobbin, we can
establish the wire gauge and the number of turns to just fill the bobbin.
(In this example the winding is split into two windings of 30 milliohms
each.) From the effective turns and Al value we can then establish the
inductance.

7.6.5.4 Step 4: Establish Turns and Wire Gauge from
the Nomogram Shown in Figure 7.15

Many manufacturers provide data giving the resistance of a fully
wound bobbin using various wire gauges. However, in this example,
we will get the wire gauge and turns from Figure 7.15 as follows:

With the resistance (0.06 �), enter the top horizontal scale of resis-
tance and project down to the upper (positively sloping) “resistance
and turns” line for the EC35 E core, as shown in the example. The
intersection with the EC35 line is projected left to give the number of
turns—56 turns in this example. From the same point, project right to
the intersection with the (negatively sloping) “wire gauge and turns”
line for the EC35 core. This intersection is then projected down to the
lower scale as shown to give the wire gauge—approximately 17 AWG
in this example.

TIP For ease of winding, more strands of a smaller wire may be preferred.
Table 7.9 provides the resistance for a range of magnet wire from 10 to
41 AWG. Notice that adding 3 to the AWG number will give a wire of
half the cross sectional area, so two strands of 20 AWG will have the same
copper area as one of 17 AWG. This relationship is maintained throughout
the AWG table. ∼K.B.

For resistance values of less than 50 milliohms, enter the nomogram
from the bottom scale of resistance and project up to the lower group of
“resistance and turns” lines. In a common-mode inductor, the winding
is split into two equal parts. Hence the bobbin would be wound with
two windings of 28 turns of 17 AWG, or two strands of 20 AWG, per
winding.

7.6.5.5 Step 5: Calculating Turns and Wire Gauge
If preferred, the wire gauge and the number of turns can be calculated
from first principles as follows.

For this example, we will consider only one winding occupying half
of the twin section bobbin, as shown in Figure 7.16. Allowing space
at the top of the bobbin for insulation material, the usable window
area Aw for one side is 30 mm2. When round magnet wire is used,
the packing factor is typically 60%, allowing for the insulation of the
wire and the fact that the round wire does not completely fill the cross
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FIGURE 7.15 Nomogram used for minimum copper loss inductor and
choke designs. This nomogram can be used to quickly establish the number
of turns and optimum wire size for a fully wound E core bobbin.

sectional area with solid copper. Hence the effective usable area Acu
for solid copper is

Acu = 0.6Aw = 0.6(30) = 18 mm2(0.18 cm2)

The mean diameter of the bobbin is 1.6 cm, so the mean length per
turn (MLT) is 5.02 cm.
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FIGURE 7.16 Awb, the effective area of the winding window for a two-flange
bobbin, decreases as a result of the space taken up by the bobbin material
and insulation, which reduces the effective area product. The mean length
per turn (MLT) is used to establish the length of wire and hence the
resistance of a fully wound bobbin.

We can now calculate the theoretical resistance Rx of a single turn of
solid copper that will fully occupy the available window area of one
side of the bobbin Rcu using the nominal bulk resistivity of copper as
follows:

The bulk resistivity of solid copper at 70◦C is ρ = 1.9 μ� cm.
Hence

Rx = ρMLT
Aw

= 1.9 × 10−6� cm(5.02 cm)
0.18 cm2 = 53 μ�

We have shown above that to limit the temperature rise to 30◦C, the
total resistance of the winding Rw for a full bobbin is limited to 60 m�,
or 30 m� for each half.
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The resistance of a single turn of solid copper in the half section
is 53 μ� and the required resistance of the complete half winding is
30 m�. We can now calculate the number of turns required to produce
a winding of 30 m� for one side of the bobbin as follows:

N = (Rw/Rx)1/2 = (30 m�/53 μ�)1/2 = 24 turns

TIP The squared term comes from the fact that bobbin area must remain
fully wound, so each time you double the turns you must half the area of
copper and this will double the resistance per turn, so the resistance increases
as N2. ∼K.B.

Having established the number of turns, we can now establish the
area of copper available for the wire that will just fit in the available
space using that number of turns as follows:

Acuw = Acu/N = 0.18/24 = 0.0075 cm2

From Table 7.9, we see that a wire between 18 and 19 AWG has this
area.

We can check the result. Choosing the larger 18 AWG wire, we can
calculate the resistance of the half winding Rcu from the total length
of the winding, and the �/cm for 18 AWG shown in the table:

Rcu = N (MLT)
(

�

cm
o f 18 AWG

)

= 24 (5.02 cm)
(

0.00024
�

cm

)
= 29 m�

The final result (29 m�) for each half winding (58 m� total) is near
the value obtained from the nomogram used previously.

7.6.6 Series-Mode Line Filter Inductors
In Figure 7.13a , L2 is in series with the 60-Hz line input supply. Its
function is to offer as much impedance as possible to series-mode
RFI currents. These noise currents flow from the supply to say the L
terminal of the input through the SMPS load, and return via the N
terminal to the supply, or the converse.

We have shown that due to the phasing of the common-mode induc-
tor L1 it does not provide any inductance to the series-mode current.
Hence a separate inductor L2 is normally required for the series-mode
currents. Even though L2 may not carry a DC current in this position,
it does carry a large peak line frequency (60 Hz) current, and a high
forcing voltage exists across the inductor. Also the duration of the
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current pulse at the peak of the AC waveform is very long compared
with the SMPS switching frequency. Hence, the inductor can be con-
sidered to be driven from a constant-current, line frequency source.
The peak line current has a saturating effect similar to that of DC, and
in fact in a DC/DC converter it is DC. The inductance is too small to
have any significant effect on the 60 Hz current or any DC current.

TIP With capacitive input rectifier circuits, it may be difficult to calculate
the peak current in L2. Consider a typical off-line capacitive input recti-
fier circuit. The input capacitor is normally quite large and a large current
pulse flows on the peak of the applied AC voltage waveform while the input
rectifier diodes conduct. In this application it would be essential to ensure
that L2 does not saturate during this current pulse. As a result, L2 must
be designed to carry at least the peak line current without saturating. The
peak current depends upon a number of ill-defined variables. These include
the line source impedance, circuit resistance, input capacitor ESR, and to-
tal loop inductance. Therefore, it is often better to simply measure the cur-
rent and calculate the peak flux density in the core. A 30% safety margin
should be provided to allow for component and line impedance variations.
Power factor corrected systems have a much lower and well-defined current.
∼K.B.

To prevent L2 saturating, it may be necessary to use a gapped fer-
rite core or a low-permeability iron powder core. If the peak current
is known, the design of the series-mode inductor may proceed in the
same way as in the choke designs shown later. In such designs, use the
peak forced AC current in place of the DC current shown in the calcu-
lations. In DC/DC converters use the maximum DC current. Hence, in
general, the design of the series-mode input inductor L2 should follow
the same approach as that used for choke design. (See Section 7.7.)

If the inductance of L2 is to be less than 50 μH (in many cases this
will be sufficient), the simple rod core inductor described below can
be used, which has the advantages that it is simple, low cost, and will
not saturate.

7.6.6.1 Ferrite and Iron Powder Rod Core Inductors
For small low-inductance applications in the range from 5 to 50 μH,
the designer should consider using simple open-ended ferrite or iron
powder rod cores, bobbin cores and spools, or axial lead ferrite beads.

By careful attention to minimizing the inter-winding capacitance
(for example, by using spaced windings and insulating the wire from
the rod former), the self-resonant frequency of RFI inductors wound
on open-ended rods can be made very high. We now consider the
design of a rod core inductor for L2.
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FIGURE 7.17 (a ) An example of a rod core inductor/choke. (b) An
impedance and phase plot, showing how the impedance and phase shift
change with respect to frequency, for a rod core inductor/choke with a tight
winding. Notice the maximum impedance is at 4 MHz. (c) The impedance
and phase shift of the same rod core inductor/choke with a low capacitance,
spaced winding. Notice the maximum impedance is now at 6 MHz,
improving the high frequency attenuation.

An example of a ferrite rod inductor is shown in Figure 7.17a . These
simple inductors, when used in RFI filters together with low-ESR ca-
pacitors, can be very effective in reducing high-frequency noise spikes.
In many cases, the high frequency AC current is much smaller than
the mean 60 Hz or DC current, so the high-frequency magnetic radi-
ation from open-ended rods, spools, or bobbins (normally the most
objectionable parameter for this type of inductor) is acceptably small
and should not present an EMI problem.
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FIGURE 7.17 Continued.

Normal ferrite materials may be used for rod inductors, since the
long external air path prevents saturation of the core, even with high
permeability materials. The next section shows how a rod core induc-
tor design can be optimized to have the maximum impedance at a
high frequency.

7.6.6.2 High-Frequency Performance of Rod Core Inductors
Notice that with any wound component, the self inductance of the
winding is effectively in parallel with the inter-winding capacitance,
and forms a parallel L-C circuit. Hence, a small inter-winding capaci-
tance will result in a high self-resonant frequency.

Above the resonant frequency, the inductor starts to look more
like a capacitor and the impedance is lower, so noise components
of sufficiently high frequency bypass the inductor. To get the best
high-frequency attenuation, the inter-winding capacitance should be
minimized.

Figure 7.17a shows a one inch long, 5/16′′ diameter ferrite rod in-
ductor, wound with 15 turns of closely packed 17 AWG wire. Figure
7.17b shows a plot of the phase shift and impedance as a function of
frequency for this design. Notice that the phase shift is zero and the
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impedance is maximum at the self-resonant frequency of 4 MHz. At
higher or lower frequencies, the impedance is lower, as you would
expect from a parallel resonant circuit.

The second impedance plot in Figure 7.17c shows the improvement
obtained by reducing the inter-winding capacitance. This plot was
obtained from the same inductor sample, after spacing the windings
and insulating them from the rod with 10-mil Mylar tape. In the second
sample, 15 turns of 20-gauge wire was used with a space between each
turn. The plot shows that the reduction in inter-winding capacitance
has increased the impedance and shifted the self-resonant frequency
to 6.5 MHz. This will increase the range of the noise spectrum that is
rejected in the final application.

7.6.6.3 Calculating Inductance of Rod Core Inductors
Figure 7.18 shows the effective permeability of rod core inductors
with respect to the initial permeability of the core material, with the
geometric ratio L/d as a parameter. Notice the inductance depends
more on the geometry of the winding than on the permeability of the
core material.

For most practical applications, in which the length-to-diameter
ratio is in the order of 3:1 or greater, the initial permeability of the
core material does not significantly affect the effective permeability
of the finished product. Hence, the inductance is not very dependent
on the core permeability in most practical applications. The chart is
for iron powder, but it can also be applied to high-permeability ferrite
rod chokes with little error.

With the effective permeability established, the equations shown
in Figure 7.18 allow the inductance to be calculated according to the
construction and geometric ratio. The external, intrinsically large air
gap in rod core inductors prevents the saturation of high-permeability
ferrite rods, even when the DC current is very large, so these inductors
satisfy the DC bias current requirements for chokes, and are sometimes
referred to as RF chokes.

The wire gauge should be chosen for acceptable dissipation and
temperature rise at the working current; a current density of 600 to
1000 A/cm2 is acceptable. Iron powder rods are also suitable for this
application. The lower permeability of these materials is not much of
a disadvantage, as the large air gap swamps the initial permeability
of the core material. The core loss is normally very low as the high-
frequency flux swing is quite small. The increased core loss of the iron
powder material improves the attenuation.

This completes the section on “inductors,” and we will now look at
the design of “chokes.” We will find that the design of chokes is quite
different, as they present many more variables.
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FIGURE 7.18 This chart shows how the effective permeability of rod core
chokes changes as a function of the material initial permeability, with the
ratio of length to diameter as a parameter. (Courtesy of Micrometals Inc.)
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FIGURE 7.19 Examples of inductors and chokes used in switch-mode buck,
boost, and low-pass filter applications and in flyback “transformer” designs.

7.7 Magnetics: Introduction to
Chokes—Inductors with Large
DC Bias Current
Chokes (inductors that carry a large component of DC current) are
used extensively in switchmode supplies. Chokes range from small
ferrite beads, used to profile the drive currents of switching transistors
or diodes, up to the large high-current chokes used in power output
filters. Some typical examples of switchmode chokes are shown in
Figure 7.19.

A good working knowledge of the design procedure for chokes
is essential for the best results. The power supply engineer needs to
develop considerable skill in the choice of core type, material, design,
and size, and winding design if the most cost-effective chokes are to
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be designed. The subject is very diverse; there are no ideal design
methods, because there are no ideal magnetic materials. It is a matter
of matching the selection to the application, which improves with the
acquisition of design experience.

In this chapter we will limit our discussion to gapped ferrite E cores,
powder E cores, and toroidal powder cores, because they are the types
most often used in conventional high-frequency choke applications.

7.7.1 Equations, Units, and Charts
In previous chapters, the late Mr. Pressman makes extensive use of
equations to explain the design of wound components. In this chapter,
I adopt a more visual approach, using the B/H magnetization loop
and various charts, nomograms, and tables to obtain the required
solutions.

Since most engineers are designing to meet specific applications,
they are most often concerned with real cores, that is, cores of well
defined dimensions, so I prefer to use flux density B as a design pa-
rameter, rather than total magnetic flux �, where

B(tesla ) = �/Ae

Ae is the effective core area in mm2.
In many examples, I have modified the equations dimensionally

and rationalized the units to yield the most convenient solutions. I
also make extensive use of the formulae developed by Colonel Wm. T
McLyman, who did a great service to the industry with many years of
measurement and research on magnetic materials for the Jet Propul-
sion Laboratory. For those engineers that prefer a more in-depth anal-
ysis, including the derivation of the various magnetic equations and
nomograms used here, and the supporting formulae, this may be
found in references 17, 18, and 19, listed at the end of the chapter.

In previous sections, we found that the design of inductors was
quite straightforward, because there was little or no DC bias current.
To better understand the severe limitations imposed on the design
of chokes, when a large DC bias current is present, we need to ex-
amine the B/H loop once again with particular attention to the satu-
ration properties of some typical core materials, and the effect of an
air gap.

7.7.2 Magnetization Characteristics
(B/H Loop) with DC Bias Current

Figure 7.20 shows the top quadrant of a typical B/H loop, for a low
permeability iron powder core and a ferrite core material, with and
without an air gap. To the first order, the horizontal axis H (oersteds) is
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FIGURE 7.20 An example of the first quadrant of a B/H loop for gapped
and non-gapped ferrite cores, and non-gapped powder cores in single-ended
(not push-pull) applications. The figure shows how the mean flux density
(Bdc) is a function of the magnetization force (H), resulting from the mean
DC bias current in the winding and the permeability or air gap used in the
choke core. It also shows the minor B/H loops responsible for the core loss,
and how the flux density swing (�B) is a function of the AC stress only.

proportional to the DC bias current, while the vertical axis B is the core
flux density in tesla. (1 tesla = 10,000 gauss, or 10 kG, so 1 millitesla =
10 gauss (1 mT = 10 G))

Notice that for an arbitrary value of DC bias current, resulting in
a magnetization value Hdc shown by the vertical dotted line, that the
ungapped ferrite core is completely saturated. Also notice that the
slope of the B/H loop for the ferrite at saturation is zero (horizontal).
This means that the effective permeability of the ungapped ferrite core
at this value of H is zero, so the choke will have near zero inductance.
Clearly, an ungapped ferrite core is not much use as a choke with this
value of DC bias current.

The iron powder core, with a much smaller initial permeability
(lower slope), is not saturated at the same value of Hdc . The mean
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slope of the B/H loop around Hdc is still significant and the choke
will have significant inductance. Notice that the same ferrite core, but
now with an air gap, is no longer saturated at Hdc either, and so the
gapped ferrite core retains some inductance.

For the same magnetizing force (Hdc), the value of Bdc (the mean
induced flux density due to the DC bias current) is higher in the iron
core example. This means the iron powder core can support a larger
range of �B (flux density swing) without saturating, so the powder
core has an ability to support more applied AC volt seconds. It stores
more energy and can accommodate a larger range of ripple voltage
and ripple current.

The area of the B/H loop for the iron powder core is much larger
than the gapped ferrite core, so the iron powder core has a propensity
for more core loss. However, higher core loss is not necessarily in-
evitable, because in the final design, the actual working loss depends
on the flux excursion �B (flux density swing) and the working fre-
quency. Hence, where possible, iron powder cores can and should be
used, as they generally cost less.

We will now look at the parameters controlling the core magneti-
zation force Hdc.

7.7.3 Magnetizing Force Hdc

To better understand the magnetizing force H we turn to the B/H
loop again. The horizontal scale is the magnetizing force H.17,18,19

The general equation for H in SI units is

H = 0.4π NI
�

where H = magnetizing force in oersteds
N = turns
� = the length of the magnetic path around the core (cm)
I = the DC bias current in the winding (amps)

In the finished choke, N and � are defined, so that H ∝ I ; that is, the
magnetizing force Hdc is proportional to the bias current Idc.

So here we see the first unavoidable compromise. With a particular
core material, defined size, and turns, the larger the DC bias current,
the lower the slope the B/H loop must have to prevent saturation.
To do this we must select a core material with a lower permeability,
or increase the length of the core air gap, which will also lower the
effective permeability. With a lower permeability, the inductance per
turn will be lower. Hence, there is an inevitable tradeoff between the
ability to support DC bias current and the magnitude of the inductance
that can be achieved—increasing one reduces the other.
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7.7.4 Methods of Increasing Choke
Inductance or Bias Current Rating

What must we do to increase the inductance and/or bias current in a
particular design? Increasing the turns may help, providing we are not
near saturation, because inductance increases as N2 while H increases
in proportion to N. If we are near saturation, however, increasing
the turns will not do it, because H will increase in the same way as
increasing the current. This will force the core deeper into saturation,
so that an even lower permeability material must be used, and we are
on a path of diminishing returns.

Consider the inductance formula17,18,19 as follows:

L = NAe�B
�I

where L = inductance (henrys)
N = turns

Ae = area of the center pole (mm2)
�I = a small change in bias current (amps)
�B = the corresponding change in flux density (teslas)

The slope of the B/H loop at the working point (the working perme-
ability of the chosen core) is proportional to �B/�I and this is defined
in any particular design, hence the remaining variables are N and Ae .
So

L ∝ NAg

N cannot be increased very much without causing DC saturation, so
the only way to increase the inductance is to increase Ae (the area of
the center pole). So with a particular core material, the only way to
get more inductance, or accommodate a larger DC bias current, is to
use a larger core. We will see later that the size of the core is defined
by the energy storage number W where

W = 1/2 L I 2 ( joules)

In a similar way, we can show that increasing the slope of the ratio
�B/�I or the working permeability will also provide more induc-
tance, but we see from Figure 7.20 that this requires a core material
with a larger saturating flux density. Even if a suitable material exists,
it normally has more core loss and this loss may become the limiting
factor.
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FIGURE 7.21 (a ) A buck regulator power section example, showing the
choke L1 and the essential power elements Q1, D2, and C1, together with
the output current loops. (b) A typical current waveform for continuous-
mode operation.

7.7.5 Flux Density Swing �B
To complete the picture we should now look at the vertical axis of the
B/H loop (the flux density B). However, before we do this, we will
consider a choke application to see how B is related to the working
AC stress conditions.

Figure 7.21a shows a schematic of the power section of a typical
buck regulator with a choke shown at L1. The expected choke current
waveform for continuous-mode operation is shown at 7.21b. Notice
there is a triangular ripple current centered on a mean DC bias current,
which is the mean DC load current.

Under steady state conditions, this current waveform is established
by the switching action of Q1, the action of the choke L1, the diode
D1, capacitor C1, and the load as follows.
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Under steady state conditions, when Q1 turns “on,” the supply
voltage is impressed on the left side of the choke L1 while the right
side has the constant DC output voltage on C1, which is lower than
the supply voltage. There is a forward voltage of VL1 = Vin – Vout
across L1, and the current in L1 will increase linearly as defined by
di/dt = VL1/L1.

When Q1 turns “off,” the left side of L1 clamps to near zero via D2
by flyback action, and L1 has a reverse voltage of Vout plus a diode
drop, and the current decreases linearly.

We characterize this action in this example as continuous operation
because the current in the choke never goes to zero. The mean inductor
current is the load current. We will refer to the mean load current as
the DC bias current for the design of the choke.

From the B/H loop (Figure 7.20), we can see that the mean value of
the flux density Bdc is defined by the magnetizing force Hdc and the
slope and shape of the B/H loop. We will now consider the AC condi-
tions, that is, the action of the applied ripple voltage as the transistor
switches “on-off.”

For the AC conditions, it is more convenient to enter the B/H loop
from the left on the B scale, starting at the value of Bdc that has been
defined by the mean DC bias current. Centered on this value of Bdc,
the flux density in the core must increase during the “on” time such
that the rate of change of flux density (the flux linkages within the
winding) offsets the applied AC voltage as follows:

�B = VL1t
NAe

(teslas)

Where �B = the flux density change (teslas)
VL1 = the forward voltage across choke L1 (volts)

t = the period the voltage is applied (Q1 “on” time
in μ sec)

N = turns
Ae = area of the center pole of the choke core (mm2)

In a similar way, during the “off” period of Q1, with VL1 being
negative, the flux density change will have a negative slope, returning
the current and the core flux to the same values each time Q1 just turns
“on” again.

TIP Notice in the above equation, since N and Ae are constant in a partic-
ular design, the flux density swing �B is defined by the applied volt seconds
(Vt). Hence, the change or “swing” in flux �B is defined and remains con-
stant. It is not a function of the core material, core gap, or permeability. In
other words, the core has nothing to do with the required change in flux �B;
this change must take place to offset the applied volt seconds.



C h a p t e r 7 : T r a n s f o r m e r s a n d M a g n e t i c D e s i g n 365

Hence, for the AC voltage stress, we enter the B/H loop from the left on
the vertical axis B at Bdc , and impose on this an additional change in flux
�B, defined by the applied volt seconds and centered on Bdc . The slope of
the B/H loop (the permeability) defines the corresponding change in H, and
hence, the ripple current associated with the applied ripple voltage. If the core
is near saturation, the flux density cannot increase any further, there will be
no “back emf” to offset the applied volt seconds, and the choke will look like a
short circuit at that point. The current will increase rapidly, limited only by
the resistance of the winding. Hence, the choke design must have a sufficient
saturation margin to accommodate both the flux density Bdc developed by the
applied DC bias current, and the additional imposed increase �B/2 required
by the AC voltage. ∼K.B.

We can now study the complete action of the buck regulator and its
interaction with the B/H loop, and see the tradeoff between the ferrite
and powder materials. A clear understanding of the next three para-
graphs will allow the designer to know immediately the implication
of core material selection on the choke design, simply by looking at
the B/H loops for the materials.

Look again at the B/H loop in Figure 7.20. Start by entering the
H axis with Hdc, project up (dotted line) to the upper iron powder
B/H loop, and then left to the mean working point Bdc. This is the
mean working flux density for the powder core, caused by the DC
bias current in the winding. Notice for the lower permeability gapped
ferrite core, the working point Bdc is lower for the same mean current.

We now impose on this Bdc working point the AC component �B
(the change or swing in flux density caused by the applied square wave
switching voltage as Q1 turns “on” and “off”). The core now sweeps
out the minor B/H loop shown. As the flux swings, the value of H
changes by �H(AC) as shown. This translates to a change in current,
producing the triangular ripple current shown in Figure 7.21b. If the
B/H loop is curved, the ripple current will show the same curvature. If
the core approaches saturation, the B/H loop slope rapidly decreases,
resulting in a rapid increase in H, which translates to a rapid increase
in current. Hence, impending saturation is clearly seen as a sudden
increase (spike) of current near the positive peak of the current ripple
waveform.

Notice that the same flux density swing imposed on the lower Bdc
working point of the gapped ferrite core results in a much larger swing
in �H because the slope of the B/H loop is lower. This results in a
larger ripple current for the same applied ripple voltage (this wave-
form is not shown). In other words, the inductance of the gapped
ferrite core is lower than the inductance of the powder core at the
same working point, and as a result the ripple current is greater. Al-
though the width of the minor B/H loop is greater for the ferrite core,
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the area of the loop is in fact much lower, as is the core loss. So just
by looking at the B/H loop we can predict the performance of the
choke material, and decide if it has the characteristics we want in our
design.

Let us now look at a second tradeoff. We can choose a lower loss,
gapped ferrite core material, but the lower saturation flux density
results in less inductance and more ripple current. Hence with the
same size core, at the same DC bias current, we get less inductance
from the gapped ferrite core. We will see later that the energy storage
number for the core (1/2LI2) links the core size to the inductance and
DC bias current rating.

7.7.6 Air Gap Function
At this point, I ask the reader’s indulgence for the following very
basic and detailed explanation of the function of the air gap. I include
this here because this function is often poorly understood and causes
much confusion. If you are well versed in the subject, you may prefer
to go directly to Section 7.7.7.

We can see from the B/H loop (Figure 7.20) and the following equa-
tion that for the DC current component, the mean value of Bdc is a
function of Hdc, which is linked to the DC bias current as follows:

H = 0.4πN1
�

oersteds17,18,19

So Hdc ∝ Idc and this is applied to the horizontal scale. The DC in-
duced flux density (Bdc) is the dependent variable, defined by the
magnetization characteristic. Hence, the DC induced flux density Bdc
will change for any change in core permeability (B/H loop slope), air
gap, or DC bias current.

However, for the AC conditions, the change in B (�B) is quite inde-
pendent of the above factors being defined by the following formula:

�B = �Vt
NAe

(tesla )

For AC conditions, with N and Ae being constant, we can see that
the AC induced flux change (�B) is only a function of the externally
applied volt seconds (Vt), and is not influenced by the core material.
Hence, the AC induced change (�B) is applied to the vertical axis
B, and is proportional to the applied AC conditions. Essentially, �B
rides on top of the working point Hdc set up by the DC bias current.
The AC flux swing �B is defined by the need to offset the externally
applied volt seconds. Permeability does not figure in the above AC
equation, so changing the mean DC current, permeability, or air gap
does not change the required peak-to-peak flux density swing �B.
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However, changing the permeability will change the slope of the
B/H loop, so it changes the link between �B and �H. This translates
to a change in ripple current. In other words, changing the core per-
meability changes the inductance of the choke and hence the ripple
current.

Changing the permeability of the material or the air gap does not
change the AC fluxing �B, and it does not change the AC saturation
flux density. However, by reducing the B/H loop slope, reducing per-
meability, and reducing inductance, the flux developed by the DC bias
current decreases, and this can prevent saturation otherwise caused by
the sum of the DC and AC fluxing components. This is clearly shown
in Figure 7.20, for the ungapped and gapped ferrite core B/H loops.

In summary, an air gap or permeability change changes the flux
density caused by the DC component of current, but does not change
the flux density swing required by the AC component.

7.7.7 Temperature Rise
The final, and perhaps most important, limiting factor in choke design
is temperature rise. In general, the copper loss in chokes is greater than
in inductors because the larger DC bias current contributes to the I 2 R
loss. As a result, in most applications the core loss is less than the
copper loss, and in fact it can be quite small in some cases. However,
the temperature rise is a function of the total loss, and when core loss
is significant it must be included.

Temperature rise is a function of many variables, including choke
location, air flow, and the effects of any surrounding components that
may contribute to the temperature rise. The various charts and nomo-
grams used here assume free air conditions, so the surface area and
radiation properties control the temperature rise. The charts assume
45% convection cooling, and 55% radiation at 0.95 emissivity. In any
event, the temperature of a choke should always be checked finally in
the working prototype, where the layout and general thermal design
introduce additional “difficult to determine” thermal effects. We will
now look at some material properties.

7.8 Magnetics Design: Materials
for Chokes—Introduction
In this chapter, we look at the more important properties of various
materials available for use in the design of chokes.

Normally, the core material is chosen to best satisfy the parameters
that the designer considers to be most important in a particular design.
These include operating frequency, the ratio of DC bias current to
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AC ripple current, required inductance, temperature rise, saturation
margin, cost considerations, and any special mechanical requirements.
Because these requirements are divergent, the choice will normally be
the best compromise, since no single magnetic material will be found,
irrespective of price, to satisfy all these needs at the same time.

The saturating effect of the DC bias current makes the design of
chokes more difficult, and severely limits our ability to obtain large
inductance values. Hence, choke design is always a compromise that
balances core material, core size, core loss, copper loss, current rat-
ing, inductance, and temperature rise. All these interdependent and
divergent variables must be reconciled in the final design.

There are simply no ideal core material selections; it depends on the
application and the many variables, including the skill and preferences
of the designer. The bottom line is that a core that provides millihenrys
of inductance as a pure inductor may provide only microhenrys of
inductance when configured as a choke.

7.8.1 Choke Materials for Low AC Stress
Applications

In some cases, the choice of core material is relatively straightforward.
When the AC ripple current or frequency is quite low (for example,
in series-mode 60 Hz line input filters), the core loss is unlikely to be a
major factor. In such applications, a low cost, high permeability, high
saturation flux density material will be chosen. This might be iron
powder, or even gapped silicon iron transformer laminations. Such
materials have the advantage of high saturation flux density, high
permeability, and low cost. As a result of the higher permeability,
fewer turns are required to obtain the required inductance, and the
core will remain out of saturation with a larger DC bias current. The
reduced turns will result in lower copper losses. Core loss would not
normally be a problem in such applications.

7.8.2 Choke Materials for High AC Stress
Applications

At the other end of the range, where the operating frequencies and
AC ripple currents are much larger, core losses will need to be con-
sidered, and lower loss materials will be required. These include the
various lower permeability, lower loss materials, such as powdered
iron, Molypermalloy MPP, Kool Mμ®, and gapped ferrite. All these
materials have low permeability, and more turns are required to ob-
tain the required inductance, so both the copper and core losses will be
greater.
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FIGURE 7.22 A general picture showing typical core saturation charac-
teristics for iron powder, Kool Mμ, MPP, and gapped ferrite materials.

7.8.3 Choke Materials for Mid-Range
Applications

Between these two extremes, the best choice of core geometry and
material is not so obvious. There is a tradeoff between core loss and
copper loss. It would help at this stage to look at the basic properties of
some of the materials available to us, and compare some of the essen-
tial characteristics; we will start by looking at saturation properties.

7.8.4 Core Material Saturation
Characteristics

Figure 7.22 shows the saturation characteristics of some typical core
materials. The horizontal scale H (oersteds) is proportional to the DC
bias current and the turns, and the vertical scale shows, in very general
terms, the median flux density that may be expected against Hdc for
each type of material. In the ferrite example, an air gap has been intro-
duced to give a permeability of about 60. The important parameter to
notice in this chart is the magnitude of the flux density at which a par-
ticular material saturates. This tends to be material specific and does
not change greatly with the range of permeabilities offered for each
type of material. Contrary to popular belief, a gap does not change
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FIGURE 7.23 A general picture showing typical core loss characteristics for
iron powder, Kool Mμ, MPP, and gapped ferrite materials.

saturation flux density. The materials arranged in ascending order of
saturation flux density follow:

1) All ferrite materials saturate near 0.35 tesla.

2) MPP materials saturate in the range 0.65 to 0.8 tesla.

3) Kool Mμ saturates near 1.0 tesla.

4) Iron powder saturates above 1.2 tesla.

To convert tesla to gauss, multiply by 104: 1 T = 104 G.
Figure 7.22 shows the first parameter that would be of interest to

the designer in the core selection process. Clearly, we would choose
the highest saturation material if there were no other limitations, but
we must now consider core loss.

7.8.5 Core Material Loss Characteristics
For the same materials considered above, Figure 7.23 shows core loss
due to the AC fluxing component �B. In this example, we assume
a peak AC fluxing of 100 milliteslas, or 200 mT peak-peak, at a fre-
quency of 50 kHz. Note that the chart is drawn on a log/log scale, so
differences are much greater at the top of the chart than at the bottom.

Core loss is a function of AC conditions, that is, the flux density
swing and frequency. Notice for the AC conditions shown in the chart,
the material losses in ascending order are as follows:

1) For the gapped ferrite, it is near 30 mW/cm3.

2) For the MPP, it is typically three times greater, at about
100 mW/cm3.
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3) Kool Mμ losses are nearly six times greater, at 200 mW/cm3.

4) Iron powder losses are sixty-five times greater, above 2000
mW/cm3.

We see an enormous spread in core loss, ranging from 30 mW/cm3

up to 2000 mW/cm3, a spread in loss of 65 to 1. These results are very
generalized and are intended for guidance only, but the trend is very
clear.

TIP The core loss examples in Figure 7.24 are taken at an AC fluxing (Bac)
of 100 milliteslas peak. The manufacturers usually assume push-pull opera-
tion in their core loss specifications, so the loss nomogram shown assumes a
peak-peak AC swing (�B) of 200 mT. The contribution from the DC fluxing
(Bdc) is not included because, in the first order, the DC fluxing does not
contribute to the core loss. ∼K.B.

The natural preference for a material with high saturation flux den-
sity is very much at odds with the corresponding core loss. These are
just two of the many divergent variables that must be reconciled by
the designer of chokes. The temptation to choose the highest satura-
tion material is clearly in conflict with the need to reduce the core loss.
Hence, with the limitations of existing magnetic materials, the final
selection will always be a compromise.

7.8.6 Material Saturation Characteristics
A core must be able to support the maximum DC bias current, plus any
over-current condition, plus the AC fluxing, without saturating. So the
shape of the saturation characteristic (the curvature of the B/H loop)
is an important selection factor. This parameter indicates the ability
of the chosen core to support the total magnetizing force without
premature saturation.

Figure 7.24 shows the saturation characteristics of gapped ferrite
compared with various powder materials. The gapped ferrite mate-
rial maintains a relatively constant permeability as the magnetizing
force increases. This means that the inductance changes little with in-
creasing load current, but it then saturates quite suddenly. When you
design chokes using gapped ferrite material, make sure that satura-
tion will not occur during maximum current operation. A good safety
margin must be provided by selecting an adequate air gap.

7.8.7 Material Permeability Parameters
Having selected the most suitable material for the application, we
should now look at the variations in the performance of the selected
family of materials under various DC and AC working conditions.
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FIGURE 7.24 A general picture showing typical core saturation
characteristics, as a function of DC magnetizing force for iron powder,
Kool Mμ, MPP, and gapped ferrite materials.

In general, we will find that each material family provides a wide
range of permeabilities. However, with ferrite cores, the working per-
meability is controlled by the thickness of the air gap. In choke appli-
cations the air gap is normally quite large, so the initial permeability
of the ferrite material plays only a small part in the effective perme-
ability of the gapped core. Neglecting fringing effects, ferrite core loss
does not change significantly with air gap.

Powder materials are available in a large range of permeabilities
that are controlled by the manufacturer during the mixing of the var-
ious powders and nonmagnetic binders. Hence the effective air gap
is distributed throughout the bulk of the material and, in general, the
higher permeability materials have higher core losses.

Figure 7.25 shows typical magnetizing characteristics for Kool Mμ
materials, used in toroids, ranging in permeability from 26 μ to 125 μ.
The higher permeability materials approach saturation at a lower
magnetizing force. For example, at 100 oersteds, the 90 μ material
shows only 25% of its initial permeability, whereas the lower perme-
ability 26 μ material still shows over 80%. The difference is caused by
the shape of the magnetizing B/H loop, rather than a change in the
intrinsic saturation value. The flux density for saturation tends to be
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FIGURE 7.25 A chart showing the magnetization characteristics for Kool
Mμ powder materials used in toroids, indicating how the core permeability
decreases as the magnetization force (DC bias current) increases. There is a
separate chart for E cores. (Courtesy of Magnetics Inc.)

close for all permeabilities of Kool Mμ materials. Iron powder shows
similar properties.

In the above example, the difference between the 90 μ and the
26 μ materials is not as large as it might seem, because 80% of 25 μ
is an effective 20 μ, whereas 25% of 90 μ is an effective 22.5 μ. So
at a magnetizing force 100 oersteds, for the same number of turns,
the working inductance will be nearly the same with either core
material.

A parameter to notice is the curvature of the characteristic. This
shows how much the permeability changes or “swings” with the value
of magnetizing force. We can see that the working permeability of the
90 μ material (and hence the effective inductance) changes at a much
lower DC bias current than that of the 26 μ material. Other pow-
der materials show similar characteristics. This change, or “swing,”
in permeability can be used to advantage in the design of swinging
chokes.

7.8.8 Material Cost
Cost is always a major selection criterion. Since this is a variable, we
will only compare relative costs. The historically highest cost materials
have been MPP and ferrite, because raw material and manufacturing
costs are high. These are followed by the various Kool Mμ materials
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where price tends to be more variable. Iron powder is normally the
lowest cost material.

Iron powder material has been known to age more rapidly than
other materials at high temperature, and you should check the prop-
erties of the latest materials for this limitation and be sure that your
design is well within the temperature limits. (There are variations
among the different manufacturers.)

7.8.9 Establishing Optimum Core Size
and Shape

In any design, the first step is the initial choice of core size and con-
figuration. This can be quite confusing, because a bewildering range
of core topologies and core sizes exist, and it can be difficult to decide
on the optimum size and shape for a particular application.

The selection of the type of core is a little more straightforward. Here
I have limited our selection to E cores or toroidal cores, although any
shape may be used if a suitable core can be found. All of the previous
materials are available in toroidal form. Iron powder cores and Kool
Mμ cores are also available as E cores and building blocks. At this time,
MPP cores are only available in toroidal form, because the material is
difficult to work. Ferrite cores are available in many shapes.

The shape and type of the core is often a matter of the designer’s
preference, and any special mechanical requirements of the design.
Toroidal cores can be more difficult to wind, and in any event are
not suitable for gapped ferrite designs, since toroids cannot easily be
gapped. E cores and blocks are more suitable for high current appli-
cations, where copper strip windings are often used.

7.8.10 Conclusions on Core Material
Selection

We can conclude from the above that, in some cases, the selection of
core material is quite straightforward. If the DC bias current is much
larger than the AC stress, or the working frequency is low, then a
natural selection would be the higher saturating flux density materials
such as iron powder, to get less turns. In such examples, the core loss
is less important, because the copper loss is likely to exceed the core
loss by a large margin.

At the other end of the scale, the applied AC voltage stress is high,
the working frequency is high, or the inductance is high and the DC
bias current is small. The core loss is going to be the limiting factor, and
clearly a lower loss powder material or gapped ferrite would be cho-
sen. Between these two extremes, many other factors will control the
choice, and similar results can be obtained from several quite different
selections.
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7.9 Magnetics: Choke Design Examples
7.9.1 Choke Design Example: Gapped Ferrite

E Core
In the design example shown below, we consider the design approach
for a choke using a gapped ferrite E core. We start by choosing a core
size. This is where the area product17,18,19 concept comes to our aid;
the area product (AP) of a core provides a figure of merit for selecting
core size and many other parameters. Although various methods can
be used to establish the optimum core size, in the following examples
we will use the AP approach.

We start by designing the choke L1 for the buck regulator shown
in Figure 7.21, using a gapped ferrite E core. We will use a nomogram
developed for gapped ferrite E cores to establish the AP of the core
and hence the core size. This method provides a fast, simple, and
effective solution to the general design requirement. It yields a typical
“middle of the road” design that can be adjusted easily to meet specific
requirements.

The nomogram17 in Figure 7.26 has been developed for gapped
ferrite E cores. It shows the area product, and hence the core size, as a
function of load current, with the required inductance as a parameter.
Further, the AP links the inductance to the copper loss, and thus the
temperature rise.

The nomogram assumes an ambient of 20◦C, and a 30◦C tempera-
ture rise above ambient, a maximum flux density (Bm) of 250 mT, and
a copper packing factor of 0.6, meaning that only 60% of the available
winding window is occupied by copper. These are all typical values
for this type of design.

In this nomogram, the AP is based on the product of core pole
area and useful bobbin window area (rather than core window area).
Where bobbins are to be used, this is a more conservative approach,
since the AP can be reduced considerably by the window space used
for the bobbin and insulating material. (Alternatively, you can adjust
the packing factor to allow for the bobbin.) The following design exam-
ple shows how this nomogram is used. We will assume the following
electrical specification for the buck regulator.

Buck regulator specification:

Input voltage = 25 V

Output voltage = 5 V

Maximum output current = 10 A

Frequency = 25 kHz

Maximum ripple current = 20% max (2 A peak-peak)

Maximum temperature rise = 30◦C above ambient
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FIGURE 7.26 This nomogram can be used for gapped ferrite E core choke
design. It links the area product (and hence core size) to the mean choke
current, with inductance as a parameter.17

7.9.2 Step 1: Establish Inductance for
20% Ripple Current

The choke inductance has not yet been specified. We will now establish
the inductance required for 20% ripple current, as follows.

Consider the current waveform shown in Figure 7.21b. This is the
waveform for full load and maximum input voltage. The 20% ripple
current waveform is centered on the mean DC current of 10 amps. We
can establish the required inductance from the slope of the current
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waveform as follows (if less ripple current is required then simply
draw the lower value, but remember the inductance must then be
larger):

Frequency f = 25 kHz. Hence total cycle period T = 1/ f = 40 μs
Output voltage = 5 V
Input voltage = 25 V
We can calculate “on” time of Q1 (ton):
For a buck regulator, the duty ratio D is ton/T , and in steady state

conditions, this is the same as the voltage ratio Vout/Vin:

ton = TVout

Vin
= 40(5)

25
= 8 μs

and

toff = T − ton = 40 − 8 = 32 μs

By inspection of Figure 7.21a , we can see under steady state conditions
that during the “off” period of Q1, the current shown in loop B is
established by flyback action. The diode D1, being forward-biased
during this period, takes the left side of Ll negative by about 0.6 volts
while the right side remains at +5 volts, being maintained near this
value by the energy stored in the large capacitor C1. Since in a closed
loop control system, the output voltage is maintained constant and
the choke voltage is therefore constant during the “off” period of Q1,
we will use this period to establish the inductance.

The voltage across the choke L1 during this flyback action is the
output voltage plus a diode drop. That is, 5 + 0.6 = 5.6 volts, and we
can now calculate the inductance as follows:

During the “off” period the current decays linearly at a rate defined
by

VL1 = L�I
�t

= 5.6 volts

Hence

L = VL1�t
�I

= 5.6(32 × 10−6)
2

= 87 μH

7.9.3 Step 2: Establish Area Product (AP)
We will use the nomogram shown in Figure 7.26 to find the AP for
the required core and, hence, the core size, using the specified current
and calculated inductance as follows:

Enter the bottom of the nomogram with the required current of
10 A, and project up to meet the nearest required inductance of 90 μH,
this yields (to the left) an AP of approximately 1.5. This value falls
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between the EC35 core (AP = 1.3) and the EC41 core (AP = 2.4). Since
core sizes change in large increments, absolute values of AP and hence
temperature rise are not always possible.

The larger EC4I core is chosen in this example.

7.9.4 Step 3: Calculate Minimum Turns
The minimum number of turns that may be wound on a core to give
the required inductance, without exceeding the flux density of 250 mT,
is given by the following equation:

Nmin = L Imax104

Bmax Ae

where Nmin = minimum turns
L = required inductance (henrys)

Imax = maximum current (amps)
Bmax = maximum flux density (teslas)

Ae = center pole area (mm2)

In this example

Nmin = 90 × 10−6(11)104

250 × 10−3(106 × 10−2)
= 37 turns

7.9.5 Step 4: Calculate Core Gap
In this example, a ferrite E core is to be used, and to prevent the core
saturating for the DC current conditions, an air gap is required. The
initial permeability of the ferrite core material is much greater than
the permeability of the gapped core. Hence, we can assume that most
of the reluctance is in the air gap.

TIP We have a magnetic path around the core consisting mainly of a ferrite
core material with a permeability between 2000 and 6000. This is in series
with an air gap with a permeability of only one. Even though the gap length
is much smaller than the core length, its very low permeability swamps any
effect the core has, and we can neglect the core permeability in our calcula-
tions. This is the normal situation when gapped ferrite is used for chokes.
∼K.B.

The approximate air gap length �g (neglecting fringe effects) is given
by the following equation:

�g = μr μ0 N2 Ae102

L
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where �g = total air gap (mm)
μo = 4π x 10−7

μr = 1 (the relative permeability of air)
N = turns
Ae = the effective area of center pole (cm2)
L = inductance (henrys)

In this example

�g = 4π × 10−1(372)(106 × 10−2)(10−1)
90 × 10−6 = 2 mm (0.078 inches)

This is the total length of the air gap required in the core, and if pos-
sible, this should be confined to the center pole to minimize external
magnetic radiation. With this type of choke, however, the ripple cur-
rent component is normally small, and the gap may extend right across
the core (a butt gap), and the resulting magnetic radiation will not be
excessive. A butt gap is half the total, or 1 mm in this example, because
the gap is split into two parts of 1 mm each—the center pole and the
outer legs, totaling 2 mm.

TIP If preferred, the majority of any remaining external magnetic field may
be effectively reduced by fitting a copper screen right around the finished part
in the area of the air gaps as shown in Figure 7.27. With an EC core, the area
of the center pole is less than the sum of the outer legs, and if the gap extends

FIGURE 7.27 A copper screen may be fitted around the outside of a gapped
ferrite E core choke to reduce EMI radiation and fringing at the air gap.17
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right across the core, then the effective leg gap will be reduced by the ratio
of pole to leg areas. In any event, because of the neglected core permeability
and fringe effects, some adjustment of the air gap may be necessary to obtain
optimum results.

When the AC stress is large, fringing at the air gap will increase the eddy
current and skin effects in the wire near the gap which can cause local hot
spots in the winding. In this case, extending the gap right across the core will
help to reduce the hot spot effects. ∼K.B.

7.9.6 Step 5: Establish Optimum Wire Size
In the design of chokes, the criteria for selecting the wire size differs
from that used for transformers, due to the larger DC current com-
ponent in chokes. This means that the copper loss normally exceeds
the core loss by a large margin. Since the ripple current is often quite
small, skin and proximity effects are not normally as big a problem
as they are in transformer designs. Hence, for minimum copper loss,
the wire size should be maximized. To do this, the available wind-
ing space should be completely filled with the required number of
turns using a wire size that will completely fill the bobbin. (An ex-
ception to this is power factor correction chokes in which the high
frequency ripple current is significant and skin effects should not be
neglected.)

TIP Information on the gauge and number of turns for a fully wound bob-
bin, together with the winding resistance, is often provided by the bobbin or
core manufacturers. ∼K.B.

The nomogram in Figure 7.28 shows the relation between the area
product and the number of turns that you would expect to get on a
fully wound bobbin for wire gauges between 10 AWG and 28 AWG.
It applies to standard E cores.

To use the nomogram shown in Figure 7.28, enter from the left with
the area product for the chosen core (1.6 cm4 in this example) and also
on the lower scale, enter with the turns (37 turns in this example). At
the intercept, we see from the diagonal lines that a wire gauge between
14 AWG and 16 AWG is indicated.

TIP To make it easier to wind, you may prefer to use several strands of a
thinner wire, as this will also improve the packing factor and reduce skin
effects. In general, going down three gauges provides a wire with 50% of the
cross sectional area. Hence, two strands of 18 AWG would have the same cop-
per area as one strand of 15 AWG. This relationship is maintained throughout
the AWG table, so four strands of 21 AWG could be used. ∼K.B.
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FIGURE 7.28 A nomogram used for E core choke designs, showing the link
among area product, turns, and wire size for fully wound bobbins.17

7.9.7 Step 6: Calculating Optimum Wire Size
If preferred, the wire size for a fully wound bobbin can be calculated
from basic principles as follows:

d = [Aw Ku]1/2

N

where d = wire diameter, mm
Aw = total winding window area, mm2

Ku = winding packing factor
N = turns
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In this example,

d = 138 mm2 (EC41)
Ku = 0.6 (for round wire)
N = 37

Hence,

d = [138 × 0.6]1/2

37
= 1.5 mm

indicating a wire size of 15 AWG from Table 7.9.

7.9.8 Step 7: Calculate Winding Resistance
The DC resistance of the wound choke can be obtained from the bobbin
manufacturer’s information, or it may be calculated using the mean
diameter of the wound bobbin, the turns, and the wire size. In any
event, it should be measured after the choke is wound, as winding
stress and packing factors will depend on the winding technique, and
these will affect the final overall resistance. Remember, the resistance
of copper will increase approximately 0.43%/◦C above its value at
20◦C. This makes the effective resistance 34% higher at 100◦C, and the
designer should allow for this when calculating the working resistance
and copper loss.

The length of the winding, and hence the resistance, may be estab-
lished from basic principles using the mean diameter of the bobbin
and the number of turns, as follows:

Mean diameter of EC41 bobbin db = 2 cm
The mean length per turn (MLT) is πdb
Total length of wire:

�w = MLT N = π(2)37 = 233 cm

From Table 7.9, the resistance of 14 AWG wire is between 83 m�/cm
at 20◦C and 110 m�/cm at 100◦C, giving a total wound resistance (Rc)
between 19.3 m� and 25.8 m� in this example.

7.9.9 Step 8: Establish Power Loss
Typically, the ripple current is small so the skin and proximity effects
are negligible. Hence, the mean DC current and DC resistance can be
used with little error in the power loss calculations. To the first order,
the copper power loss is given by I 2 Rc so the power loss in the finished
choke will be

P = I 2 Rc watts
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In this example, the current is 10 A, and Rc is between 19.3 and 25.8
milliohms so I 2 Rc is between 1.9 and 2.6 watts. Hence, the power loss
in the copper (Wcu) will be between 1.9 and 2.6 W, depending on the
working temperature.

7.9.10 Step 9: Predict Temperature
Rise—Area Product Method

The temperature rise depends on the total power loss (core loss plus
copper loss), the surface area, the emissivity of the core, and the air
flow in the final application. In the interest of simplicity, we will as-
sume free air conditions and neglect number of second-order effects, as
they result in only a small error in the final predicted temperature rise.

In any event, the temperature of the choke should always be checked
in the working prototype, where the layout and general thermal de-
sign will introduce additional “difficult to determine” thermal effects.
It has been shown17,18,19 that the “scrapless” E-core geometry allows
the surface area of the final wound core to be related to its area product.

The nomogram in Figure 7.29 has two functions: 1) it shows the sur-
face area of the wound E core as a function of area product (top and left
scales and the dashed diagonal AP line), and 2) it also shows the pre-
dicted temperature rise as a function of dissipation, with surface area
as a parameter (lower scale and solid diagonal temperature rise lines).
This nomogram will be used to predict the temperature rise of the
EC41 core when the total maximum wound component loss is 2.6 W.

The area product of the EC41 core from Table 7.10 is 2.4 cm4. When
a bobbin used the window area is reduced, and the area product is
also reduced to near 1.6, we enter the nomogram at the top with an AP
of 1.6 and project down to the intercept with the AP line (the dashed
diagonal line). This intercept provides the surface area on the left scale
(42 cm2 in this example).

Enter the nomogram again on the bottom scale with the total dis-
sipation (2.6 watts) and project up to intercept the horizontal surface
area line (42 cm2). The nearest diagonal solid lines predict the tem-
perature rise. By interpolating between the lines we get a prediction
of near 40◦C rise above ambient in this example. This is more than
the intended 30◦C, but we would expect a higher temperature rise
because we used a bobbin, reducing the area of the winding window.

Figure 7.14 can also be used to establish the temperature rise as
described in Section 7.6.

7.9.11 Step 10: Check Core Loss
The temperature rise calculations in the preceding area product design
approach assumed that the ferrite core loss would be negligible. You
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FIGURE 7.29 A nomogram used for E-core choke design, showing the
surface area as a function of area product and linking the internal dissipation
with temperature rise.17

will find in general that this is a fair assumption for gapped ferrite
cores. However, we will now examine and verify this. The core loss
may be calculated as follows.

The core loss is made up of eddy-current and hysteresis losses, both
of which increase with frequency and AC flux excursion. The loss
factor depends on the material and is provided in the manufacturers’
material specifications.

TIP The manufacturers supply core loss information related to peak flux
density assuming push-pull operation. Hence, the published graphs assume
a symmetrical flux density excursion of about zero, and the indicated Bmax is
the peak value, which is half the push-pull peak-to-peak flux density swing.
Hence, when calculating the core loss for buck and boost chokes and flyback
applications that use only the first quadrant of the B/H loop, the loss ob-
tained from the manufacturers’ loss diagrams should be divided by 2 when
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Core Core Ae AWB AP MPL MLT Volume
Type Size cm cm2 cm2 cm4 cm cm cm3

E 100 100/27 7.38 9.75 72 27.4 14.8 202

E 80 80/20 3.92 10.2 40 18.4 11.9 72.3

F 11 72/19 3.68 5.44 20 13.7 11.5 50.3

Din 5525 55/25 4.20 3.15 13.2 12.3 8.9 52.0

Din 5521 55/21 3.53 3.15 11.12 12.4 8.5 44.0

E 60 60/16 2.48 3.51 8.7 11.0 9.0 27.2

E 175 56/19 3.37 2.08 7.0 10.7 8.5 36.0

Din 4220 42/20 2.33 2.18 5.0 9.7 8.4 22.7

Din 4215 42/15 1.78 2.18 3.9 9.7 7.5 17.3

E 1625 47/15 2.34 1.64 3.83 8.9 6.5 20.8

E core 42/9 1.07 2.24 2.40 9.8 5.8 10.5

E 121 40/12 1.49 1.33 1.98 7.7 6.1 11.5

E 1375 34/9 0.87 1.31 1.14 6.9 5.2 5.6

E 2627 31/9 0.83 0.85 0.70 6.2 4.6 5.1

Din 307 30/7 0.60 0.99 0.59 6.7 4.0 4.0

E 2425 25/6 0.74 0.60 0.45 7.3 3.8 3.0

EC CORES

EC 35 34/9 0.84 1.55 1.3 7.74 5 6.5

EC 41 40/11 1.21 2.0 2.4 8.93 6 10.8

EC 52 52/13 1.80 3.0 5.4 10.5 7.3 18.8

EC 70 70/16 2.79 6.38 17.8 14.4 9.5 40.1

Ae = Effective area of center pole (cm2); Awb = Effective area of bobbin winding window (cm2);
AP = Area Product (cm4); MPL = Magnetic path length around core (cm); MLT = Mean wire
length per turn (cm2); and Volume = Volume of core (cm3)

TABLE 7.10 A Small Selection of Standard Ferrite E Cores, Showing the
Essential Parameters for Choke Design (See manufacturer’s data for a
comprehensive listing and full data.)

entering the diagrams with the peak flux density Bmax. Alternatively, enter
with Bmax/2. ∼K.B.

In the preceding example, the AC flux density excursion is given
by

�Bac = VL1toff

NAe
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FIGURE 7.30 Core loss for Magnetics® type P ferrite material, as a function
of peak AC flux density, with working frequency as a parameter. See
manufacturers’ data for latest information.
Note: Manufacturers assume push-pull operation, so the peak-peak flux
swing (�B) is twice the peak value. When using these charts for single-
ended, first-quadrant applications, such as buck regulator chokes, enter with
�B and divide the indicated loss by two.

where �Bac = AC flux density swing (teslas)
VL1 = the inductor voltage (volts)
toff = Q1 “off” period (μs)
N = turns
Ae = effective area of core pole (mm2)

For the above example

VL1 = 5.6 V
toff = 32 μs
N = 37
Ae = 71 mm2

Hence

�Bac = 5.6(32)
37(71)

= 68 mT(680 G)

Bpeak(for loss chart) = �Bac/2 = 340 G
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With a typical ferrite material at a flux density of 340 gauss and a
frequency of 20 kHz, the core loss (from Figure 7.30) will be less than
2 mW/cm3. The EC41 has a volume of 10.8 cm3, giving a total core
loss of less than 22 mW, a negligible loss. Hence, ferrite core loss will
normally be insignificant, except for high-frequency and large ripple
current applications, and our above assumption was indeed valid.

Because it is intrinsically higher, it may not be possible to neglect the
core loss of a powdered iron core for the same application in which
a ferrite core yielded negligible core loss. Therefore, you should al-
ways calculate the actual core loss of iron powder materials, and if
significant, add it to the copper loss to establish the temperature rise.
Remember, this is a free air prediction so the proximity of other com-
ponents and the air flow in the final design may affect this value.
Measurements in the finished product may indicate the need to mod-
ify the final design.

7.10 Magnetics: Choke Designs Using
Powder Core Materials—Introduction

In place of gapped ferrite, we can use materials with intrinsically lower
permeabilities that do not require an air gap. Here, we compare the
essential properties of various powder core materials to see how they
may be used in choke designs.

We have seen in the previous gapped ferrite choke design example
that low permeability is essential to prevent the large DC bias current
from saturating the core. With ferrite cores, the low permeability was
obtained by introducing an air gap into the magnetic path. The initial
permeability of ferrite materials may range from 1000 μ to 5000 μ. We
have seen that for choke use, the air gap must significantly reduce this
permeability, and a typical range of permeability between 10 μ to 500
μ should be expected, depending on the application.

As an alternative to gapped ferrite, we can use one of the vari-
ous low permeability powder core materials. Powder cores are con-
structed from finely divided ferromagnetic dust, compressed under
high pressure into cores of various forms and sizes. The magnetic ma-
terial is bonded together by a nonmagnetic carrier in such a way that
each particle is spaced from its neighbors by nonmagnetic, electrically
insulating material to reduce eddy current effects. As a result, the ef-
fective “air” gap is distributed throughout the body of the material.
This distributed gap significantly lowers the intrinsic permeability,
and cores are typically available in a range of initial permeabilities
from 10 μ to 500 μ.
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Because the permeability is defined by the manufacturing process,
rather than an adjustable air gap, the powder cores are available only
in discrete permeability steps. The higher saturation flux density of
powder material over ferrite, together with the lower permeability,
makes the energy storage capability of powder cores higher than
gapped ferrite cores, so that slightly smaller chokes are possible using
these materials, providing core loss is reasonably low.

A further advantage of the distributed gap is the elimination of the
sudden discontinuity in the magnetic path associated with the large
discrete air gaps used in the gapped ferrite choke designs described in
the previous chapters. This gives a more uniform radiated magnetic
field, with the advantage that hot spots associated with fringing at the
gap of gapped ferrite designs are reduced. Although an air gap may
be used to further lower the effective permeability of powder E cores,
this is rarely done because a lower permeability, lower loss powder
material would normally be a better choice.

7.10.1 Factors Controlling Choice of
Powder Core Material

Many types of powder materials are available, but for the switchmode
choke applications that we consider here, we limit the range to the
more popular types, including iron powder, Molypermalloy powder
(MPP), and Kool Mμ. These materials are available in toroidal, E core,
C core, and block forms. We have seen in Section 7.8 that the core ma-
terial is chosen to satisfy several divergent performance parameters.
These include operating frequency, core loss, saturating flux den-
sity, ratio of DC bias current to AC ripple current, required induc-
tance, range of current, temperature rise, and any special mechanical
requirements.

Why are these parameters divergent? Well, with the materials avail-
able at this time, there is an inevitable tradeoff among various param-
eters, and improving one typically depreciates another. For example,
choosing a low permeability material to reduce the core loss inevitably
increases the copper loss. So to make an optimum choice, it is necessary
to evaluate the relative performance of the various materials and select
according to the most important application requirements. To remind
us what these material parameters are, we will review some of the
more important factors covered in Section 7.8.

7.10.2 Powder Core Saturation Properties
Before we proceed to a specific powder core design, we need to look
more closely at the various materials available to us and compare the
essential performance properties. We should look again at Figure 7.22.
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This shows some typical saturation characteristics for gapped ferrite,
iron powder, MPP, and Kool Mμ materials.

The horizontal scale H (oersteds) is proportional to the product of
DC bias current or mean load current and the turns, and the vertical
scale B (milliteslas) shows in general terms the median flux density
that may be expected for Hdc for each type of material.

At this point, the most important parameter to consider in our de-
sign is the flux density at which particular families of materials satu-
rate. Remember that in the ferrite example, an air gap was introduced
to give a permeability near 60 μ. So let us review this.

TIP Contrary to popular belief, the air gap in a ferrite core does not change
the saturation flux density B, it changes only the magnetizing force H re-
quired to cause saturation. ∼K.B.

From Figure 7.22, the typical saturation flux density for each mate-
rial, shown in ascending order, is as follows:

1) Ferrite, 0.35 T

2) MPP, 0.65 to 0.8 T

3) Kool Mμ, nearly 1.0 T

4) Iron powder, above 1.2 T

5) High flux (not shown) , 1.5 T

To convert from tesla to gauss, multiply by 104.
Clearly, with all else being equal, we would prefer the higher sat-

uration material because it would give more inductance and lower
copper loss. However, we must now consider material loss, so we
look again at Figure 7.23.

7.10.3 Powder Core Material Loss Properties
Figure 7.23 shows typical core loss for the materials considered above.
We see the core loss caused by the AC fluxing component �B and
the AC stress applied to the choke, which is a function of the flux
density swing and the frequency. In this example, it is for AC fluxing
of 200 milliteslas peak-peak at 50 kHz. We see that typical loss in
ascending order is as follows:

1) Ferrite is near 30 mW/cm3.

2) MPP is typically three times greater, near 100 mW/cm3.

3) Kool Mμ is nearly six times ferrite, near 200 mW/cm3.

4) Iron powder is sixty-five times ferrite, above 2000 mW/cm3.
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We see that the ideal selection for minimum core loss is completely
reversed to the optimum selection for maximum saturation properties.
The two choices are in direct conflict, and we must make the best
compromise selection.

So how should we proceed from here? Fortunately, some selections
are quite straightforward, so we will now look more closely at both
extremes of the design range. At one end, we have low AC stress
conditions and hence low core loss, resulting in copper loss–limited
designs, and at the other extreme, we have high AC stress conditions
giving core loss–limited designs.

We can get a better picture of the relative performance of the various
materials for a wide range of AC stress conditions by plotting a small
selection of typical materials on the same loss chart.

Figure 7.31 shows material loss as a function of AC fluxing (�B) for
various powder materials and type P ferrite at a working frequency

FIGURE 7.31 Loss as a function of AC fluxing at 50 kHz for iron powder,
MPP, Kool Mμ, and type P ferrite materials. Within the same family, the
higher permeability materials have higher loss. Not all materials follow this
trend, so for specific materials the designer should always refer to the
manufacturers’ data.
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of 50 kHz. The chart provides a direct comparison of the general loss
characteristics of the various materials available to us.

In general, the higher permeability powder materials have consid-
erably greater loss, although there are some exceptions. There are con-
siderable variations even within a given material family, depending
on the working conditions. However, if we consider the core loss at
an AC fluxing of 700 gauss peak or 1400 gauss peak-peak at 50 kHz,
we see the following losses, in ascending order:

Material Relative Permeability μr Loss (mW/cm3)

Ferrite type P 2500 100

MPP 14 μr and Kool Mμ 60 500

MPP 60 μr 60 1100

Iron powder #2 10 2100

Iron powder #34 33 5000

Iron powder #60 60 10,000

For these materials, we see a spread in loss of two decades. At this
time, gapped ferrite provides the lowest core loss, and the smallest
change in core loss with change in permeability. This is because the
permeability for ferrite is defined mainly by the air gap, whereas the
core loss is defined by the selection of ferrite material. The various
powder and MPP cores display a much greater change in core loss with
change in permeability, because the material structure changes. Iron
powder material shows the largest loss and the largest overall vari-
ation, while Kool Mμ shows a much smaller loss and a small spread
(not shown here).

Take care, because some specific selections (not shown here) may
not conform to the general rule, so you should always check the latest
manufacturer’s data for specific materials.

7.10.4 Copper Loss–Limited Choke Designs
for Low AC Stress

In some cases, the selection of core material is quite straightforward.
For example, where the AC ripple current and/or frequency is low,
such as in a series-mode 60-Hz line input RFI filter choke, the core
loss will never be a major factor and the highest permeability iron
powder, or even gapped laminated silicon iron material, would be
chosen. These materials have the advantage of high saturation flux
density (Bsat), high permeability, and low cost.
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As a result of the higher permeability, fewer turns are needed to
obtain the required inductance, resulting in lower copper losses. The
higher saturation value means the core will remain below saturation
with a larger DC bias current. The low-frequency and/or low-ripple
current means the core loss is not a significant problem in such ap-
plications, and the copper loss is likely to exceed the core loss even
with the much higher core loss materials such as iron powder. Hence,
these are called copper loss–limited designs. The main design thrust is
to minimize the winding resistance. For such applications, the higher
permeability iron powder materials would be a natural selection, but
be sure to calculate the core losses in the final design just to be sure. We
will look at a specific example of a copper loss limited design using a
Kool Mμ powder core in Section 7.11.

7.10.5 Core Loss–Limited Choke Designs
for High AC Stress

At the other end of the spectrum, where the operating frequencies
and/or AC stress currents are much greater, the flux density swing is
much greater and core losses will predominate, so this determines the
choice of material.

Typical examples of chokes for high AC stress conditions are high-
voltage, high-frequency switching regulators, and active boost type
power factor correction chokes. For such applications, lower perme-
ability, loss, and saturation flux materials such as powdered iron,
Molypermalloy, Kool Mμ, and gapped ferrite are preferred. As a result
of the lower permeability, more turns will be required to obtain the
required inductance, and the copper loss will be greater.

In core loss–limited designs, even with the lowest loss materials,
both the copper loss and core loss will likely be greater than the pre-
vious low AC stress examples. Hence, such designs are referred to as
core loss limited, as the core loss remains the dominant factor. This
will push the material selection toward the much lower loss MPP, Kool
Mμ, and gapped ferrite materials. Again, the choice is not obvious,
and it is necessary to calculate the actual copper and core loss to
be sure you have made the optimum choice of material for the in-
tended application. We look at core loss–limited design examples in
Section 7.12.

7.10.6 Choke Designs for Medium AC Stress
Between the two extremes shown above, many factors control the
choice of core type and core material. The optimum choice is not
clear and similar results can be obtained from different materials and
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designs. It becomes necessary to calculate the relative core and cop-
per loss for the chosen design, and adjust it to get the optimum result
iteratively. There are well-written computer design programs that are
ideal for this iterative optimization process, but make sure the pro-
gram includes all the known variables.

Kool Mμ material can make the design process a little easier, be-
cause the core loss is reasonably low and remains reasonably con-
stant throughout the range of permeabilities, reducing the effect of
one of the variables. Further, the cost of this material is intrinsically
less than the high nickel content MPP materials. The lower permeabil-
ity iron powder materials should always be considered, providing the
AC stress is not too great, since they may be satisfactory and are the
cheapest.

7.10.7 Core Material Saturation Properties
Another important selection factor is the ability of a core to support the
DC magnetizing force without saturation. That is, can it support the
working DC bias current, plus the AC component, plus a reasonable
over-current condition? Figure 7.24 shows the saturation characteris-
tics of gapped ferrite compared with various powder materials. No-
tice that the ferrite saturates quite suddenly. Hence, it is important to
ensure that saturation does not occur with a reasonable over-current
when designing chokes using gapped ferrite cores. A good safety mar-
gin should be provided by selecting an adequate air gap.

Powder cores have a much more progressive drop in permeability as
the current increases, so the inductance “swings,” but some minimum
inductance is still maintained even under large transient over-current
conditions, so powder cores provide a much better over-current safety
margin.

The curvature in the magnetizing characteristic of the various pow-
der materials shows that the permeability changes significantly with
magnetizing force H, which is proportional to load current, and this
“permeability swing” can be used to design “swinging chokes.”

7.10.8 Core Geometry
Selection of core geometry is a little easier. Here, we have limited our
selection to E cores, toroids, C cores, and blocks. At this time, all of
the powder materials are available in toroidal form. Iron powder and
Kool Mμ cores are also available as E cores, C cores, and blocks. Fer-
rite cores are available in many forms. At the time of going to press,
MPP cores are available only in toroidal form because the material is
difficult to work.
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TIP I understand at least one manufacturer is planning to make MPP E
cores in the future. Due to the low loss of this material you may want to
consider these when they become available. ∼K.B.

E cores, C cores, and blocks have the advantage of ease of winding
when large inductances and, hence, many turns are required. A typical
application is a common-mode RFI filter. Powder material building
blocks can be assembled in many forms and allow custom designs.
They are particularly suitable for larger current applications, where
the copper strip windings are normally used.

7.10.9 Material Cost
Cost varies over time so we will only compare relative costs. Histori-
cally the highest cost material has been MPP, because the raw material
costs are very high. MPP is 79% nickel, and since this is a limited re-
source material, the costs are likely to remain high. This is closely
followed by the various ferrite materials. Traditionally the lowest cost
material has been the various iron powders. Kool Mμ does not con-
tain nickel, and the price should be quite low, but it tends to be more
variable, being driven more by market forces and manufacturing cost
than by raw material cost. E cores, C cores, and blocks tend to be more
expensive to manufacture, but have lower winding costs.

Powder materials are available in a large range of permeabilities that
are controlled by the manufacturer while mixing the various powders
and nonmagnetic binders. Hence, the effective air gap is distributed
throughout the bulk of the material. When ferrite material is used
for choke designs, however, the final permeability is controlled by
the thickness of the air gap. The air gap normally accounts for the
majority of magnetic circuit reluctance, so the initial permeability of
the ferrite material plays only a small part in the effective permeability
of the gapped core. Hence, there is little advantage in choosing the
more costly, low loss, high permeability ferrite materials for gapped
choke applications.

TIP Iron powder materials have been known to deteriorate more rapidly
than the other powder materials at temperatures above 90◦C. The aging
process is associated with the properties of the binder, so improvements in
this technology are possible. If you intend to use this material, you should
check the application temperature and look at the most recent high tempera-
ture aging properties of the chosen material. There are performance differences
among the various manufacturers. ∼K.B.

We will now look at some specific powder core choke design
examples.
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7.11 Choke Design Example: Copper Loss
Limited Using Kool Mμ Powder Toroid

7.11.1 Introduction
In this section, we will look at a copper loss–limited choke design,
using a toroidal Kool Mμ powder core. The same methods are also
suitable for the design of chokes using other low permeability materi-
als such as iron powder and molybdenum permalloy in both toroidal
and E core forms.

Copper loss–limited designs have the majority of the total power
losses confined to the copper wire used to wind the choke. Due to the
large ratio of mean DC load current to AC ripple current, most choke
designs for switchmode applications are copper loss limited. This is
particularly true when using gapped ferrite, Kool Mμ, or MPP powder,
because with these materials, the core loss is often significantly lower
than the copper loss. In fact, in such designs we can normally neglect
core loss in the initial design process.

The first choice facing the designer is the selection of a suitable
core size. The size of the chosen core must satisfy the mean load cur-
rent, inductance, and temperature rise requirements. Several design
methods can be used. Manufacturers often provide charts allowing
the selection of core size related to the energy storage ability of the
core. Other methods involve the use of charts or nomograms linking
the required current and inductance to core size and other parameters
such as temperature rise, the number of turns, and wire size.

In this example, we will use the area product method, because this
method is universal and can be applied to any core material, size, and
shape, providing suitable charts are available for each type.

7.11.2 Selecting Core Size by Energy Storage
and Area Product Methods

At this point, we introduce a new choke design parameter—the “en-
ergy storage number (1/2LI2).” Some choke design methods start by
establishing the energy storage number for the choke. For this, we
need to define the mean DC load current and the inductance required
for the intended application. We can then calculate the energy storage
number as follows:

W = 1/2 L12

where W is the energy storage number (stored energy in millijoules,
or milliwatt-seconds)

L is the inductance (millihenrys)
I is the mean load current (amps)
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It will be clear that in complete energy transfer systems such as
discontinuous flyback converters, the energy storage ability of the
core has a direct bearing on the energy transferred per cycle. In such
systems, energy is stored in the core at the start of a power cycle and
transferred to the output at the end of each power cycle, so it is easy
to see a direct link between the energy storage ability of the core and
output power.

For chokes in continuous-mode operation, such as those used in
the output LC filters of switchmode power supplies, the connection
between energy storage and choke size is not so obvious. Most of the
energy stored in the core is a result of the mean DC current compo-
nent and this energy remains in the core from one cycle to the next.
However, the copper loss is related to I 2 R, and the number of turns,
and hence resistance R, is related to the inductance L . It has been
shown17,18,19 that the energy storage criterion is related to core size
even in continuous-mode operation.

Having established the energy storage number, we can link this to
the area product for toroidal cores using Figure 7.32. This chart also
includes the predicted temperature rise as a parameter. Hence, from
this chart, we can select an area product and then a core size to provide

FIGURE 7.32 A chart for toroidal cores using Kool Mμ materials, showing
the link between energy storage (1/2LI2) and area product, with temperature
rise as a parameter. This chart provides the area product and hence core size
for toroidal choke designs.
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both the energy storage number and a predicted temperature rise, by
using the appropriate diagonal temperature line. The chart covers
a range from 20 to 60◦C. Other core types such as E cores require a
slightly different chart because the ratio of surface area to area product
is different.

7.11.3 Copper Loss–Limited Choke Design
Example

For this design example, we will use a Kool Mμ toroidal core to design
the choke L1 in the buck regulator example shown in Figure 7.21.

We will assume the following design parameters:

1) Mean load current 10 amps.

2) Required inductance 1.2 mH

3) Temperature rise limited to 40◦C

7.11.3.1 Step 1: Calculate Energy Storage Number
Energy storage W = 1/2 LI2

Hence W = 1/2 (1.2 × 10−3) × 102 = 60 millijoules

7.11.3.2 Step 2: Establish Area Product and Select Core Size
With the energy storage number and Figure 7.32, we can establish the
area product and hence the core size.

We enter this chart on the lower scale with the calculated energy
storage number, and project up to the diagonal area product line meet-
ing the temperature rise requirements. From this intercept, the area
product is indicated on the left scale. With this area product, we can
select a core size from the area product values provided by the core
manufacturer or from Table 7.11. Alternatively, we can calculate the
area product of a selected core from the window area and pole area
as shown in previous sections.

For this example, entering Figure 7.32 on the lower scale with an
energy storage number of 60 mJ and projecting up to the 40◦C rise
diagonal line, we see on the left scale that an area product of 28 cm4

is indicated.
From the manufacturer’s data for Kool Mμ toroidal cores shown in

Table 7.11, we see the nearest larger core is 77868, with an area product
of 31.8 cm4, so we select this.

7.11.3.3 Step 3: Calculate Initial Turns
To establish the turns, initially we use the published permeability for
the chosen core and core material. In this example, with this core size,
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Core Core Ae Aw AP MPL MLT Volume Al Al
# Size cm cm2 cm2 cm4 cm cm cm3 #26 #60

77908 79/17 2.27 18 40.8 20 7.5 45.3 37

77868 79/14 1.77 18 31.8 20 6.9 34.7 30

77110 58/15 1.44 9.5 13.7 14.3 6.2 20.7 33 75

77716 52/14 1.25 7.5 9.38 12.7 5.8 15.9 32 73

77090 47/16 1.34 6.1 8.19 11.6 5.9 15.6 37 86

77076 37/11 0.68 3.6 2.47 9.0 4.3 6.1 24 56

77071 34/11 0.67 2.9 1.97 8.1 4.3 5.5 28 61

77894 28/12 0.65 1.6 1.02 6.35 4.1 4.1 32 75

77351 24/10 0.39 1.5 0.58 5.88 3.34 2.3 22 51

77206 21/7 0.23 1.1 0.26 5.09 2.64 1.2 14 32

77120 17/7 0.19 0.7 0.14 4.11 2.44 0.79 15 35

Ae = Cross sectional area of core (cm2); Aw = Total area of winding window (cm2); AP = Area
product (cm4); MPL = Mean length of magnetic path (cm); MLT = Mean length of turn
(40% fill factor) (cm); Volume = Volume of core (cm3); Al #26 = Inductance factor for
#26 material (mH for 1000 turns) and Al #60 = Inductance factor for #60 material (mH for
1000 turns)

TABLE 7.11 Essential Magnetic Parameters for a Small Selection of Kool Mμ
Toroidal Cores for Choke Design Applications (see manufacturers’ data for a
more comprehensive listing)

we have only a single choice of core permeability, the #26 mix. From
Table 7.11, we see that this material has an Al value of 30 mH/10002 =
30 × 10−9, and the initial turns may be calculated as follows:

In general, L = N2 Al
Therefore

N =
√

L
Al

=
√

1.2 × 10−3

30 × 10−9 = 200 turns

At this point, we should look at Figure 7.25. This chart shows the
relative permeability of Kool Mμ material with respect to the DC mag-
netizing force Hdc. It is an indication of the curvature of the B/H loop.
Due to this curvature, the initial permeability falls as the magneti-
zation force increases, and the turns calculation becomes an iterative
process. (Until the turns are calculated, we do not know the value
of H, so we do not know the relative permeability, and until the final
permeability is known, we cannot finalize the turns calculation. If you
have the equation for the curve, you can go directly to the final value.)
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7.11.3.4 Step 4: Calculate DC Magnetizing Force
We can calculate the initial value of Hdc as follows:

Hdc = 0.4π NI
MP L

where Hdc = magnetizing force (oersteds)
N = initial turns
I = DC current (amps)

MPL = magnetic path length (cm)

From Table 7.11, the MPL for the 77868 toroidal core is 20 cm, so the
initial Hdc is

Hdc = 0.4π(200)10
20

= 126 oersteds

7.11.3.5 Step 5: Establish New Relative Permeability
and Adjust Turns

From Figure 7.25, the relative permeability for the #26 material is now
only 85% of its initial value, so the new Avalue will be 30×0.85 = 25.5
and the turns must be increased as follows:

N = √
¯L =

√
¯1.2 × 10−3 = 69 turns

Al = 25.5 × 10−6

We will round this off to 70 turns. For more accurate results, you
can repeat the above iterative process to home in on the final, more
accurate value.

7.11.3.6 Step 6: Establish Wire Size
Since we believe this will be a copper loss–limited design (meaning
that the copper loss will greatly exceed the core loss), we will de-
sign for minimum winding resistance by using the maximum gauge
of wire that will conveniently fit in the available window area. Skin
and proximity effects are likely to be quite small, because the AC
ripple current is small compared with the mean DC current. Hence,
we would normally use the largest wire gauge that will fit (however,
for ease of winding, multiple strands making the same area may be
used).

For toroids, the normal fill factor using round wire and allowing
room for the winding shuttle is 40%, and we will use this value to
establish the wire size. From Table 7.11, the window area (Aw) for



400 S w i t c h i n g P o w e r S u p p l y D e s i g n

the 77868 core is 18 cm.2 Hence 40% of the window area provides an
effective usable copper area (Awcu) of 7.2 cm2. With 70 turns the area
of a single copper wire will be

Awcu = 7.2 = 10.3 mm2

N = 70

From the winding table, Table 7.9, we see that the nearest wire size is
17 AWG with an area of 12.2 mm2 so we choose this.

TIP The 40% fill factor used for toroids allows 30% of the inner diameter
to be free of wire to allow room for the winding machine shuttle, so some
flexibility on wire size is possible. ∼K.B.

7.11.3.7 Step 7: Establish Copper Loss
To calculate the copper loss, we need to know the resistance of the
winding. From Table 7.10, we see that the mean winding length for a
40% fill factor on the 77868 core is 6.9 cm. Hence the total length of the
winding will be

6.9 × 70 = 483 cm (4.83 meters)

17 AWG wire (or multiple strands of the same total area) has a nominal
resistance of 0.01657 �/meter to give a total winding resistance (Rcu)
of 4.83 × 0.01657 = 0.08 ohms.

Hence, the copper losses (I 2 Rcu) will be 102 × 0.08 = 8 watts.

7.11.3.8 Step 8: Check Temperature Rise
by Energy Density Method

From Figure 7.32, we originally chose an area product and hence core
size to give a temperature rise of not more than 40◦C; we can now
check this selection as follows:

The temperature rise of the finished choke depends upon the total
losses and the effective surface area of the wound component.

Table 7.11 shows the surface area of the 77383 core with a 40% fill is
203 cm2. The copper loss is 8 watts, giving a thermal energy density
of 0.039 watts per cm2 at the surface.

Entering Figure 7.33 from the left with an energy density of 0.039
watts per cm2, we see from the intercept with the 25◦C ambient line
that a temperature rise of 31◦C above ambient is predicted, starting
from an ambient temperature of 25◦C. (The lower temperature rise in
this example is a result of choosing the larger core and larger wire.)
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FIGURE 7.33 A chart showing the link between energy density (watts/cm2

of surface area) and the predicted temperature rise, with ambient
temperature as a parameter for E cores.

7.11.3.9 Step 9: Predict Temperature Rise
by Area Product Method

The area product also allows the temperature rise to be predicted.
Figure 7.34 shows the predicted temperature rise as a function of the
power loss and area product. The surface area is also shown as a
parameter.

The area product for the 77383 core is 31.8 cm4 and the copper loss
is 8 watts. Entering the chart with these values shows a predicted
temperature rise of 30◦C.

7.11.3.10 Step 10: Establish Core Loss
Up to this point, we have assumed that the core loss will be negligible.
To complete the exercise, we will now calculate the actual core losses
and check that this is a fair assumption.

To calculate the core loss we will use the buck regulator example
shown in Figure 7.21. We have shown in Section 7.7.5 that, in general,
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FIGURE 7.34 A chart for toroidal cores, showing the link between total
dissipation (copper and core loss) and area product, with temperature rise
above ambient as a parameter.

in a buck regulator, the peak AC stress conditions (Bac) will be as
follows:

Bac = e × toff

N × Ae

where e = the voltage across the choke
toff = the off period of Q1 (in μs)
Ae = the area of the core (mm2)

Bac = the peak flux density (tesla)

In this example, V is 5.6 volts, toff is 32 μs, N is 70, and Ae (the cross
sectional area of the core) is 177 mm2.

Hence

Bac = 5.6 × 32 = 0.0146 tesla (146 gauss)

70 × 177

To use the manufacturer’s core loss shown in Figure 7.35, for this
single-ended application, we divide this peak value by 2, giving an
effective peak value of 73 gauss (146 gauss p-p). The chart shows the
core loss for Kool Mμ with this value of the AC fluxing at 50 kHz,
less than 10mW/cm3, and the core loss can safely be neglected, as
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FIGURE 7.35 A chart for Kool Mμ material, showing the link between core
loss and peak AC flux density with frequency as a parameter. (Courtesy of
Magnetics Inc.)
Note: For chokes in single-ended applications, (such as buck regulators)
divide the indicated loss by 2 when entering the chart using the AC flux
density swing �B.

we expected. In fact, we can see that one of the higher loss, lower
cost iron powder materials could probably be used in this particular
design.

7.12 Choke Design Examples Using Various
Powder E Cores

7.12.1 Introduction
In this section, to demonstrate the difference that may be expected
using different core materials, we consider three design examples on
the same size of E core for a choke meeting the same electrical speci-
fication, but using three different powder materials.

In the first example, we look at a core loss–limited design, where
the core loss is high as a result of using a low-cost but high-loss iron
powder material. In the second example, we show that changing to a
lower permeability, lower loss, iron powder material can reduce the
core losses to acceptable levels. In the third example, we show the
same design using a Kool Mμ material.
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7.12.2 First Example: Choke Using a #40
Iron Powder E Core

Here, we consider an example of a core loss–limited choke design
using an iron powder E core. The same methods are suitable for the
design of chokes using other low permeability materials such as Kool
Mμ and molybdenum Permalloy (MPP) in both E core and toroidal
core forms.

Core loss–limited designs have the majority of the total power losses
generated within the core. However, unlike copper loss–limited de-
signs, we must consider both core and copper losses, since the copper
loss will always be significant. Hence, the temperature rise will be a
result of the total loss in this type of design. Core loss can be large as
a result of any combination of the following: core material, core size,
inductance, and AC fluxing.

Once again, the first choice facing the designer is the selection of a
suitable core size. The selection must satisfy the inductance require-
ment (that is the ripple current requirement), the mean load current,
and the temperature rise limitations. We continue to use the area
product method because it is universal and suitable for E cores and
toroids.

Consider a choke design for a boost type switching regular applica-
tion, as shown in Figure 7.36. Notice, power factor correction chokes
also fit into this category. In this example, we design for an input volt-
age of 100 volts and an output of 200 volts at 50 kHz. This will result
in high AC ripple stress on the choke L1, making the core work very
hard, and producing significant core loss. We have seen previously
that core loss is a function of both the type of core material and the
AC ripple stress.

The following design specification will be assumed for this
example:

1) Mean load current (Idc) = 10 amps

2) Ripple current (�IL) = 15% (1.5 amps peak-peak)

3) Switching frequency = 50 kHz

4) The temperature rise is limited to 40◦C above ambient

7.12.2.1 Step 1: Calculate Inductance for 1.5 Amps
Ripple Current

We need to calculate the value of L1 to give a peak-to-peak ripple
current of 1.5 amps at a mean load current of 10 amps.

Consider Figure 7.36 again. Under steady state conditions with an
input voltage of 100 V and an output of 200 V, the duty cycle will be
50%, so the “on” period for the power device Q1 will be 10 μs. During
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FIGURE 7.36 (a ) A typical boost regulator power section. (b) The current
waveform in the choke L1 for continuous-mode operation at a mean load
current of 10 amps.

this 10-μs period, the inductor voltage is 100 V, and the ripple current
will ramp up from 9.25 amps to 10.75 amps, an increase of 1.5 amps
(as shown in the current waveform of Figure 7.36b). From this, we can
calculate the inductance as follows:

In general, VL = Ldi/dt, but in this example, the current ramp is
essentially linear, so the relationship approximates to

V = L�IL

�t

so

L = V�t
�IL

= 100 × 10 × 10−6

1.5
= 0.666 mH
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7.12.2.2 Step 2: Calculate Energy Storage Number
With the above value of inductance and the mean DC current of
10 amps, we can calculate the energy storage number as follows:

W = 1/2 L I 2

where W = stored energy (millijoules)
L = inductance (millihenrys)
I = mean load current (amps)

In this example, the inductance is 0.666 mH and the mean load current
is 10 amps, hence

W = 1/2 (0.666 × 10−3)(102) = 33.3 millijoules

With this energy storage number, from Figure 7.37, we can establish
the area product and hence the core size.

FIGURE 7.37 Link between energy storage 1/2LI2 and area product for
standard E cores with temperature rise as a parameter. This chart allows area
product and thus core size to be established.
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7.12.2.3 Step 3: Establish Area Product and Select Core Size
Figure 7.37 was developed for standard E cores and shows the link
between the energy storage number and the area product. The surface
area for E cores is slightly greater than for toroidal cores of the same
area product, so for the same dissipation, an E core will have a slightly
lower temperature rise.

The temperature rise predictions shown in Figure 7.37 assume neg-
ligible core loss. Where the core loss is significant, however, the tem-
perature rise will be a function of the total losses. Since we expect that
the core loss will be significant in this first design, we will provide a
margin by choosing the 30◦C area product line, rather than the 40◦C
line, which will result in a larger core and allow for some additional
loss.

We enter Figure 7.37 on the lower scale with the calculated energy
storage value of 33.3 mJ, and project up to the diagonal area product
line for 30◦C rise. From this intercept, the area product indicated on
the left scale is 14 cm4.

With this area product, we can select a core size in Table 7.12 from
the area product values provided by the core manufacturer, or we can
calculate the area product of a selected core from the window and
pole areas as shown in previous sections (AP = Aw Ae cm4). From the
manufacturer’s data for iron powder E cores shown in the table, we
see the nearest larger core is the E220 with an area product of 14.2, so
we select this core.

7.12.2.4 Step 4: Calculate Initial Turns
To establish the initial turns, we use the published permeability for the
chosen core and core material. In this first example, we consider the
#40 mix. From Table 7.12, we see that the E220 core has a reference Al
value for the #26 mix material of 275 nH/N2. The correction factor for
the #40 material is 87%, giving an initial permeability of 275 × 0.87 =
240 × 10−9. The initial turns are calculated as follows:

L = N2 Al

so

N =
√

L
Al

=
√

0.666 × 10−3

240 × 10−9 = 53 turns

At this point, we would normally consider Figure 7.38. This chart is
for iron powder material and shows the relative permeability of the
#40 core material with respect to DC magnetizing force Hdc. It is an
indication of the curvature of the B/H loop. Due to this curvature, the
turns calculation becomes an iterative process—until the turns are
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Core Core Ae Aw AP MPL MLT Volume Al Al
# Size cm cm2 cm2 cm4 cm cm cm3 #40 #2

E 450 114/35 12.2 12.7 155 22.9 22.8 280 480 132

E 305 77/31 7.5 8.1 60 18.5 16.3 139 339

E 305 77/23 5.6 8.1 45 18.5 15.5 104 255 75

E 220 56/21 3.6 4.1 14 13.2 11.5 47.7 240 69

E 225 57/19 3.58 2.87 10 11.5 11.4 40.8 290 76

E 168 43/20 2.41 2.87 6.9 10.4 8.85 24.6 196 55

E 187 47/16 2.48 1.93 4.8 9.5 9.50 23.3 240

E 162 41/13 1.61 1.7 2.7 8.4 8.26 13.6 175 105

E 137 35/10 0.91 1.55 1.4 7.4 6.99 6.72 113 32

E 118 30/7 0.49 1.27 0.63 7.14 5.38 4.60 80

E 100 25/6 0.43 0.806 0.32 5.08 5.08 2.05 81 21

Ae = cross sectional area of core (cm2); Aw = area of winding window (cm2); AP = area product
(cm4); MPL = mean length of magnetic path (cm); MLT = mean length of turn (40% fill factor)
(cm); Volume = volume of core for loss calculations (cm3); Al #40 = inductance factor for
#40 material (nH/N2); and Al #2 = inductance factor for #2 material (nH/N2)

TABLE 7.12 Basic Parameters for a Limited Selection of Iron Powder E Cores
Suitable for Choke Designs (Courtesy of Micrometals Inc.)

FIGURE 7.38 Magnetizing characteristics for iron powder materials.
(Courtesy of Micrometals Inc.)
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calculated, we do not know the value of H, so we do not know the
relative permeability, and until the final permeability is known, we
cannot finalize the turns calculation, and so on. For this example,
however, since we only require the approximate turns to get an indi-
cation of core loss, we will move on to the core loss calculation and
forgo the iterative process at this stage.

7.12.2.5 Step 5: Calculate Core Loss
We have seen in Section 7.7 that core loss is a function of frequency
and the minor B/H loop swept out as a result of the flux density swing
Bac, which is proportional to the applied volt seconds.

In the boost regulator shown in Figure 7.36, when Q1 turns “on,”
the voltage across the inductor is the 100-V input voltage in this ex-
ample, and the left side is positive. When Q1 turns “off,” diode D1
conducts, taking the left side of L1 to ground, and the voltage across
the inductor is the difference between the input voltage and the out-
put voltage, which is also 100 V in this example, but now the polarity
on L1 is reversed.

Assuming steady state conditions, during the 10 μs that Q1 is “on,”
and applying the input voltage across L1, the current will ramp up
from its minimum value of 9.25 amps to the maximum 10.75 amps.
We can calculate the peak flux density related to this stress Bac as
follows:

Bac = Vton

NAe

where V = the voltage across L1 when Q1 is “on”
ton = the period the voltage is applied (μs)
N = turns
Ae = area of core mm2

In this example, V is 100 volts, ton = toff = 10 μs, N is 53, and Ae is
360 mm2.

so Bac = 100(10)
53(360)

= 0.0524 tesla (524 gauss)

TIP Remember that this flux change due to the AC conditions is centered
around the mean flux level developed from the mean DC output current of
10 amps in this example. The flux density generated by the DC conditions is
a function of the core permeability, but the flux change required as a result of
the AC stress is independent of the properties of the core. ∼K.B.
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FIGURE 7.39 Material loss for iron powder material against peak AC flux
density with frequency as a parameter. (Courtesy of Micrometals Inc.)

Figure 7.39 shows core loss for iron powder. We enter this chart
with 524 gauss. The loss for the #40 mix at 524 gauss and 50 kHz is
600 mW/cm3.

This chart shows the loss for push-pull operation, where the flux
density swing is twice the peak value. For single-ended operation, we
take half the indicated loss, 300 mw/cm3. The E220 core has a volume
of 47.7 cm2, giving a total core loss of

47.7 × 300 × 10−3 = 13.4 watts

The core loss looks large, but before we can compare the core loss
with the copper loss, we must establish the resistance of the wound
core, and calculate the copper losses. For this example at this stage,
an approximate value is acceptable, and we can continue to use the
initial 53 turns.
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7.12.2.6 Step 6: Establish Wire Size
To minimize copper loss, we design for minimum winding resistance
by using the maximum size of wire that will conveniently fit in the
available window area.

For E cores using bobbins, the fill factor using round magnet wire
ranges from a perfect but unrealistic fill factor of 87%, down to as low
as 40%, depending on construction and insulation. For this example,
we will use a realistic mean value of 60%.

From Table 7.12, the window area Aw for the E220 core is 4.09 cm2.
Hence 60% of the window area results in an effective usable copper
area Acu of 2.45 cm2. With 53 turns, the area of a single copper wire
will be

Acu/N = 2.45/53 = 0.0462 cm2

From the winding table, Table 7.9, we see that the nearest wire is #11
AWG with area of 0.0464 cm2 and resistance of 4.13 m�/meter.

With high AC ripple stress, skin effects should be considered, and
we normally use several strands of a thinner wire to provide the same
overall copper area, rather than a single large diameter wire. Also, #11
AWG wire would be very difficult to wind on this size of core.

7.12.2.7 Step 7: Establish Copper Loss
To calculate copper loss, we need to know the resistance of the wind-
ing. From Table 7.12, we see that the mean winding length per turn
(MLT) for the E220 core is 11.5 cm. Hence the total length of the
winding is

N × MLT = 53 × 11.5 = 610 cm

The #11 AWG wire, or multiple strands of the same total cross sec-
tional area, has a nominal resistance of 4.13 m�/meter to give a total
winding resistance Rcu of 6.095 ×0.00413 = 0.025 ohms.

Hence, the copper loss I2 Rcu is 102 × 0.025 = 2.5 watts.
We see that the 13.4-watt core loss considerably exceeds the copper

loss of 2.5 watts, as we expected. It is clearly not an optimum design.
At this point, the designer has several options, as follows:

• Optimum efficiency results when copper and core losses are ap-
proximately equal. Using the existing core and increasing the
turns will increase the copper loss, and decrease the core loss
to the point of optimum efficiency. It will also increase the in-
ductance and decrease the ripple current. This approach may
yield an optimum design with this core and material. It may be
satisfactory, but it will have a larger inductance than necessary
and will probably exceed the temperature limitations.



412 S w i t c h i n g P o w e r S u p p l y D e s i g n

• A better option, and one that will retain the original inductance
and reduce the core loss, is to choose a core mix with a lower
permeability, and hence a lower core loss. We will now look
at this second option, substituting the lower loss #8 mix iron
powder material.

7.12.3 Second Example: Choke Using a #8
Iron Powder E Core

We will now consider a design for the same choke using a #8 iron
powder core material. The #8 mix has lower core loss, but also lower
permeability. Hence we must recalculate the turns for the required
inductance as follows.

7.12.3.1 Step 1: Calculate New Turns
The reference Al value for the E220 core in #26 material is 275 nH/N2.
The correction factor for #8 mix is 51%, giving an initial permeability
of 275 × 10−9 × 0.51 = 140 × 10−9. The new initial turns are

N1 =
√

L
Al

=
√

0.666 × 10−3

140 × 10−9 = 69 turns

We can now calculate the new core loss as follows in the next section.

7.12.3.2 Step 2: Calculate Core Loss with #8 Mix

Bac = Vtoff

NAe

Where V = 100 volts
toff = ton = 10 μs
Ae = 360 mm2

In this example, N is now 69 so

Bac = 100(10)
69(360)

= 40 mT(400 gauss)

Figure 7.39 shows that the core loss for the #8 mix at 50 kHz and 400
gauss is 190 mW/cm3. For single-ended operation, we take half this
value, 95 mw/cm3. The E220 core has a volume of 47.7 cm2, giving a
total core loss of

47.7 × 95 × 10−3 = 4.53 watts
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TIP Notice that there are two factors reducing the core loss. Core loss is
lower because the turns have increased and the intrinsic material loss has
also decreased. ∼K.B.

7.12.3.3 Step 3: Establish Copper Loss
At this stage, we can easily estimate the new copper loss since the us-
able winding window Acu is being completely filled with wire. If we
double the turns, we must halve the cross sectional area; this will dou-
ble the resistance, and with twice as many turns at twice the resistance,
the resistance will go up by a factor of four.

In general, for a fully wound bobbin, resistance changes as the ratio
(N2/N1)2, so the approximate resistance of the new winding will be

(69/52)2 × 0.025 = 1.76 × 0.025 = 0.044 ohms

Hence, the copper loss I 2 Rcu is 102 × 0.044 = 4.4 watts.
Since the copper and core losses are now approximately equal, this

would be considered an optimum efficiency design. To complete the
design, it would be necessary to adjust the turns to allow for the loss
in permeability at the working current. However, the curvature of the
B/H loop for the number #8 mix is quite small and the adjustment is
probably not necessary.

7.12.3.4 Step 4: Calculate Efficiency and Temperature Rise
We can now estimate the temperature rise as follows:

The total dissipation for core and copper is 4.5 + 4.4 = 8.9 watts.
Figure 7.34 links the area product to the temperature rise for opti-

mally wound toroidal cores. The surface area for E cores of the same
area product is about 15% greater than for toroids, so the temperature
rise will be approximately 15% lower when using E cores.

Entering Figure 7.34 with an area product of 14.2 cm4 and a total
loss of 8.9 watts, we see that the temperature rise for the toroidal core
is predicted to be 47◦C, so the E core will be 15% less, near 40◦C.

We have satisfied our design requirements, and since the copper and
core losses are now approximately equal, this would be considered an
optimum efficiency design and is quite satisfactory.

7.12.4 Third Example: Choke Using #60 Kool
M� E Cores

Once again, the area product method can be used to select a core
size, using the Kool Mμ material. With this material, core loss is close
throughout the range of permeabilities.
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Core Core Ae AWB AP MPL MLT Volume Al Al
# 00K Size cm cm2 cm2 cm4 cm cm cm3 #60 #40

8020E 80/20 3.89 11.2 43.3 18.5 15.8 72.1 190

6527E 65/27 5.40 5.4 29.0 14.7 14.18 79.4

7228E 72/19 3.68 6.0 22.2 13.7 14.38 50.3

5530E 55/25 4.17 3.8 15.9 12.3 12.4 51.4 261

5528E 55/20 3.50 3.8 13.3 12.3 11.6 43.1 219

4022E 43/20 2.37 2.8 6.60 9.84 10.1 23.3 194 281

4020E 43/15 1.83 2.8 5.10 9.84 9.2 18.0 150 217

4017E 43/11 1.28 2.8 3.56 9.84 8.26 12.6 105 151

4317E 41/12 1.52 1.64 2.49 7.75 8.16 11.8 163 234

3515E 35/9 0.84 1.52 1.28 6.94 6.86 5.83 102 146

3007E 30/7 0.60 1.25 0.75 6.56 5.36 3.94 71 92

2510E 25/6 0.38 0.78 0.30 4.85 5.00 1.87 70 100

1808E 19/5 0.23 0.52 0.117 4.10 3.78 0.914 48 69

1207E 13/4 0.13 0.23 0.030 2.96 2.48 0.385

Ae = cross sectional area of core (cm2); Aw = area of winding window (cm2); AP = area product
(cm4); MPL = mean length of magnetic path (cm); MLT = mean length of turn (40% fill factor)
(cm); Volume = volume for core loss calculations (cm3); Al #60 = inductance factor for
#60 material (mH per 1000 turns); and Al #40 = inductance factor for # 40 material (mH per
1000 turns)

TABLE 7.13 Basic Parameters for a Limited Selection of Iron Powder E Cores
Suitable for Choke Designs (Courtesy of Micrometals Inc.)

7.12.4.1 Step 1: Select Core Size
We have already shown that the energy storage number for this ap-
plication is 33.3 mJ, and the optimum area product is 14.2 cm4. For the
same ripple current, the inductance will be 0.666 mH.

From Table 7.13, we see that the nearest Kool Mμ core is the 5528E
with an area product of 13.3 cm4. It is a bit smaller than the previous
E220 core, but we will try this one, because the next step up in core
size is quite large.

7.12.4.2 Step 2: Calculate Turns
Since the core loss is relatively constant with permeability, we will
choose the highest permeability #60 mix to minimize the number of
turns. The initial permeability for this core in the #60 mix is 219, and
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we can calculate the turns for the required inductance as follows:

N =
√

0.666 × 10−2

219 × 10−9 = 55 turns

The #60 mix has a relatively large B/H characteristic curvature, and the
permeability drops rapidly with increasing magnetizing force H. As a
result, the turns will probably need to be adjusted later to compensate
for the reduction in permeability.

7.12.4.3 Step 3: Calculate DC Magnetizing Force
We can calculate the initial value of Hdc as follows:

Hdc = 0.4π NI
MP L

where Hdc = magnetizing force (oersteds)
N = initial turns
I = DC current (amps)

MPL = magnetic path length (cm)

From Table 7.13, the MPL for the 5528E core is 12.5 cm so the initial
Hdc is

Hdc = 0.4π55(10)
12.5

= 55 oersteds

7.12.4.4 Step 4: Establish Relative Permeability and Adjust Turns
From Figure 7.25, the relative permeability for the #60 material at 55
oersteds is 70% of 219, so the new μr = 153 nH/N2.

Calculate new turns N�:

N2 =
√

L
μr

=
√

0.666 × 10−2

153 × 10−9 = 66 turns

7.12.4.5 Step 5: Calculate Core Loss with #60 Kool M� Mix
The core area Ae for this core is 350 mm2.

Hence, the AC flux swing is

Bac = Vt
NAe

= 100(10)
66(350)

= 0.0433 tesla (433 gauss)

From Figure 7.35, the core loss for #60 material at 50 kHz and 433 gauss
is 60 mw/cm3 for push-pull operation, or 30 mw/cm3 for single-ended
operation. The volume of this core is 43.1 mm3 so the loss is

43.1(30) = 1.3 watts
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7.12.4.6 Step 6: Establish Wire Size
From Table 7.13, the window area Aw for the 5528 Kool Mμ core is
3.81 cm2. Hence 60% of the window area leaves an effective usable
copper area Acu of 2.28 cm2. With 66 turns, the area of a single copper
wire is

Acu/N = 2.28/66 = 0.0345 cm2

From the wire table in Figure 7.9, we see that the nearest wire is #12
AWG, with an area of 0.037 cm2 and a resistance of 0.00522 ohms per
meter. With high AC ripple stress, skin effects should be considered,
and we normally use several strands of a thinner wire to provide the
same overall copper area rather than a single large diameter wire. Also
the #12 AWG wire would be difficult to wind on this core.

7.12.4.7 Step 7: Establish Copper Loss
To calculate the copper loss, we need to know the resistance of the
winding. From Table 7.13, the mean winding length per turn (MLT)
for the 5528 core is 10.73 cm. Hence the total length of the winding is

66 × 10.73 = 708 cm

The #12 AWG wire, or several strands of wire of the same cross sec-
tional area, has a nominal resistance of 0.00522 �/meter to give a
total winding resistance Rcu of 7.08 meters × 0.00522 �/meter =
0.037 ohms.

Hence, the copper loss (I 2 Rcu) is 102 × 0.037 = 3.7 watts.
The core loss at 1.3 watts is considerably less than the copper loss,

so the design is copper loss limited. A higher permeability material
would reduce the turns and hence the copper loss. But this core size
is not available in higher permeability material, so this is the best that
we can do, without reducing the turns that would also reduce the
inductance and increase the ripple current.

7.12.4.8 Step 8: Establish Temperature Rise
We can now estimate the temperature rise as follows:

The total dissipation for core and copper is 1.3 + 3.7 = 5 watts.
Figure 7.34 links area product to temperature rise for optimally

wound toroidal cores. The surface area for E cores is about 15% greater
than for toroidal cores of the same area product, so the temperature
rise will be approximately 15% lower when using E cores.

Entering this chart with an area product of 13.3 and a total loss
of 5 watts, we see that the temperature rise for the toroidal core is
predicted to be 35◦C, so the E core at 15% less will be near 30◦C.
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So this third design on the Kool Mμ core is not only smaller, but
also more efficient with less total power loss and a slightly reduced
temperature rise.

7.13 Swinging Choke Design Example:
Copper Loss Limited Using Kool M�

Powder E Core
7.13.1 Swinging Chokes
Swinging chokes are used in continuous conduction applications.
They have the property of increasing inductance as the DC bias current
(load current) decreases. This has the advantage of reducing the rip-
ple current at lower load currents and extending the range of current
over which continuous conduction can be maintained. The “swing” is
a function of the nonlinearity or curvature of the B/H characteristic.

In Figure 7.40, we see that the magnetization characteristics for Kool
Mμ E core materials ranges in permeability from 26 μ to 90 μ. The cur-
vatures in the characteristics of the various materials show that the
permeability changes progressively with magnetizing force. We call
this change “permeability swing” and take advantage of this charac-
teristic in the design of “swinging chokes.”

FIGURE 7.40 Magnetization characteristics for Kool Mμ E core powder
materials, indicating how the core permeability decreases as the
magnetization force (the DC bias current) increases. (Courtesy of
Magnetics Inc.)
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Further, we see that the higher permeability materials tend to sat-
urate at a lower magnetizing force, as we have seen before. For ex-
ample, at 100 oersteds, the 90 μ material shows only 32% of its initial
permeability, whereas the lower permeability 26 μ material still shows
over 87%. If we were to design a choke using the 90 μ material, such
that H was at 100 oersteds with the maximum nominal load cur-
rent, then when the load current decreased to say 5% of the maximum
value (5 oersteds), the permeability and hence the effective inductance
would increase by about 55%. So we see that the working permeabil-
ity and the effective inductance swing with the change in mean load
current.

A choke design of this nature is called a “swinging choke.” It will
maintain the choke in continuous conduction for a much larger range
of load current. Clearly, this can be a great advantage in some regulator
applications. The penalty paid is that the choke needs more turns and
is larger to provide sufficient inductance at the maximum current,
since the permeability of the 90 μ material is much lower at the higher
currents. As a result, the turns and copper loss tend be greater and the
saturation safety margin smaller in a swinging choke design.

7.13.2 Swinging Choke Design Example
For the following swinging choke design example, we will use a Kool
Mμ powder E core because we need more turns to bring the working
point on to the curved part of the B/H loop characteristic. The E core
bobbin provides for easier winding when many turns are required.

We will design a swinging choke for position L1 in the buck reg-
ulator example shown in Figure 7.21, assuming the following design
parameters:

1) Mean load current 10 amps

2) Required inductance 1 mH

3) Temperature rise to be limited to 40◦C

7.13.2.1 Step 1: Calculate Energy Storage Number
Energy Storage W = 1/2 L I 2 = 1/2 (1 × 10−3)(102) = 50 millijoules

7.13.2.2 Step 2: Establish Area Product and Select Core Size
With this energy storage number and Figure 7.32, we can establish the
area product and, hence, the core size.

We enter this chart on the lower scale with the calculated energy
storage number (50 mJ), and project up to the diagonal area product
line, meeting the temperature rise requirements of 40◦C. From this
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intercept, the area product value is indicated on the left scale, AP =
16. With this area product, we can select a core size from the area
product values provided by the core manufacturer, or from Table 7.13.
Alternatively, we can calculate the area product of a selected core from
the window area and pole area as shown in previous sections.

For this example, from Table 7.13, we see that the nearest core is the
5530E with an area product of 15.9 cm4, and we select this core, which
has the following parameters:

Area product AP = 15.9 cm4

Magnetic path length MPL = 12.3 cm

Mean length per turn MLT = 12.4 cm

Area of winding window bobbin Awb = 3.8 cm2

Area of center pole Ae = 4.17 cm2

Inductance factor/turn Alo = 261 nH/N2 for # 60 μ material

7.13.2.3 Step 3: Calculate Turns for 100 Oersteds
Normally we would choose the highest permeability material to get
the largest “swing.” However, in this core size, the highest permeabil-
ity available is 60 μ, so we choose this material.

At nominal current, we need to be on the most curved part of the
B/H characteristic shown in Figure 7.40, so we choose to work at
100 oersteds and 10 amps, which provides a permeability of 52% of
the maximum value. The turns for 100 oersteds at 10 amps can be
calculated as follows:

N = HMP L
0.4π1

= 100(12.3)
0.4π10

= 98 turns

7.13.2.4 Step 4: Calculate Inductance
From Table 7.13, we see that the 60 μ material has an Alo value of
261 nH/N2 (261 × 10−6). At 100 oersteds, this relative permeability μr
is reduced to 52% of its initial value, reducing the effective Al value
by the same ratio, giving 136 nH/N2 at 10 amps. The inductance may
be calculated as follows:

In general

L = N2 Al

Therefore

L = 982(136 × 10−9) = 1.33 mH(at 10 amps)

At this point, we have the option to adjust turns, core size, or core
material, if necessary, but this inductance is near enough to the design
requirement and we will accept it.
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From Figure 7.40, we see that at 20 amps (200 oersteds) the per-
meability has dropped to 25% and at 2 amps (2 oersteds) we have
100%, so the inductance swings from 0.65 mH at 20 amps to 2.5 mH
at 2 amps, a 5:1 ratio.

7.13.2.5 Step 5: Calculate Wire Size
Since we believe this will be a copper loss–limited design, meaning
that the copper loss will greatly exceed the core loss, we will design
for minimum winding resistance by using the maximum gauge of
wire that will conveniently fit in the available bobbin window area.
Skin and proximity effects are likely to be quite small, because the AC
ripple current is small compared with the mean DC current. Hence,
we would normally use the largest wire gauge that will fit. For ease
of winding, however, multiple strands making up the same area may
be used.

For the E core bobbin, the normal fill factor using round wire is
near 70%, and we will use this value to establish the wire size. From
Table 7.13, the bobbin window area Awb for the 5530E core is 3.8 cm2.
Hence, 70% of the window area provides an effective usable copper
area Awcu of 2.66 cm2. With 98 turns, the area of a single copper wire
will be

Awcu

N
= 2.66

98
= 0.026 cm2

From the winding table, Table 7.9, we see that the nearest wire size is
#13 AWG with an area of 0.026 cm2 so we choose this.

7.13.2.6 Step 6: Establish Copper Loss
To calculate the copper loss, we need to know the resistance of the
winding. From Table 7.10, we see that the mean winding length MLT
for a fully wound bobbin is 12.4 cm. Hence, the total length of the
winding will be

NMLT = 98(12.4) = 1215 cm

The #13 AWG wire, or multiple strands of the same total area, has a
nominal resistance of 0.007 �/meter to give a total winding resistance
Rcu of 12.15 × 0.007 = 0.085 ohms.

Hence, the copper loss I 2 Rcu is 102 × 0.085 = 8.5 watts.

7.13.2.7 Step 7: Check Temperature Rise by Thermal
Resistance Method

From Figure 7.37, we originally chose an area product and hence core
size to give a temperature rise of not more than 40◦C, and we can now
check this selection as follows:
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The temperature rise of the finished choke depends upon the total
losses and the effective surface area of the wound component. Figure
7.14 shows the thermal resistance of the 5530E core with an area prod-
uct of 16 is near 4.6◦C/watt, the copper loss is 8.5 watts giving a
predicted temperature rise of 39◦C, and our design requirements are
satisfied.

We have assumed negligible core loss, and we will now check this
as follows.

7.13.2.8 Step 8: Establish Core Loss
Up to this point, we have assumed that the core loss is negligible; to
complete the exercise, we will now calculate the actual core losses and
check that this is a fair assumption.

To calculate core loss, we will use the buck regulator example shown
in Figure 7.21. We have shown in Section 7.7.5 that, in general, in a
buck regulator the peak AC stress conditions Bac are

Bac = Vtoff

NAe

where V = the voltage across the choke
toff = the off period of Q1 (μs)
Ae = the area of the core (mm2)

Bac = the peak flux density (tesla)

In this example, V = 5.6 volts, toff = 32 μs, N is 98, and Ae is 177 mm2

so Bac = 5.6(32)
98(417)

= 0.00438 tesla (43.8 gauss)

The chart shows the core loss for Kool Mμ material with this value of
the AC fluxing at 50 kHz is less than 1 mW/cm3, and the core loss can
safely be neglected.
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C H A P T E R 8
Bipolar Power

Transistor Base Drive
Circuits

8.1 Introduction
Since the 1980s, improvements in the technology of Metal Oxide Field
Effect Transistors (MOSFETs or just FETs) have resulted in bipolar
power transistors being progressively displaced by FET transistors
in switching power supply applications. New designs in the coming
years will probably use even more and better FETs.

However, there remain some niche areas (such as linear regulators
and perhaps low-power applications) where, because of their lower
cost and some advantages in linear applications, we will continue
using bipolar transistors. Since there will remain areas where bipolar
transistors still offer some advantages, and because the vast majority
of the switching supplies still operating in the field were originally
done with bipolars, in the event of field failures with these older but
still operating designs, it is important for designers to remain familiar
with their key characteristics.

The first consideration for the designer of a switching supply based
on bipolar transistors is the selection of a device with the proper volt-
age and current ratings. Maximum voltage and current stresses are
dependent on the topology being used as well as the input voltage,
its tolerances, and output power. Equations giving these stresses have
been derived and are presented in the discussions of each topology.

However, the means and detailed design of the bipolar base drive
circuit are as important for overall reliability as choice of a transis-
tor with adequate voltage and current ratings. The general principles
of what constitutes a good base drive circuit and some widely used
techniques are discussed herein.

423
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After Pressman FETs are essentially voltage-driven devices with current
flowing in and out of the gate (essentially a modulated capacitor) on the
leading and trailing edges of the drive pulse. The transient drive currents can
be quite large, particularly when driving large devices at high frequencies,
and the “on” state gate voltage can also be quite large—on the order of 8 V
or so—with some devices. Hence, driving large FETs can be more difficult
than might be expected. Further, FETs are more reliable when turned fully
“on” or fully “off” and are not very good at dissipating the power developed
in the substate in linear mode applications in which the device is only partly
“on.” Hence they are more suitable for switching applications.

In contrast bipolar transistors are current-driven devices. The base drive
current is approximately proportional to the collector current, as defined by
the gain of the device. The base drive voltage tends to be quite small (0.6 V)
with diode-like characteristics. Bipolar transistors are generally more robust
in linear applications. There are still many applications where bipolar devices
are a better choice. Hence, the need for bipolar transistors is likely to continue
into the foreseeable future. ∼K.B.

8.2 The Key Objectives of Good Base Drive
Circuits for Bipolar Transistors
A good base drive circuit should have all the parameters described in
the following six sections, 8.2.1 through 8.2.6.

8.2.1 Sufficiently High Current Throughout
the “On” Time

The base current should be adequate to keep the lowest gain transistor
fully saturated at the highest current it is required to conduct. With this
drive the collector-to-emitter potential will be at its saturated value,
typically 0.5 to 3.0 V at maximum current and minimum input voltage
using the lowest beta transistor.

A good design should allow for a four-to-one production spread
in transistor beta. The usual current-voltage curves (Ice vs. Vce) in the
manufacturer’s data sheets (Figure 8.1) are for a transistor of typical
beta. It should be assumed that the minimum beta is one-half and the
maximum beta is twice the typical shown in the curves.

After Pressman It is not a good idea to overdrive the transistor as this
will increase the storage time and can be a problem in switching applications.
(This is not a problem in linear regulator applications.) The Baker clamp cir-
cuit shown in Figure 8.6 will prevent overdrive and is recommended for
switching applications. ∼K.B.
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FIGURE 8.1 Curves of Ic versus Vce for a typical high-voltage, high-current
transistor: 2N6676, 15 A, 450 V (Courtesy of RCA). Curves such as this are
usually for a typical device. Depending on the manufacturer’s production
spread, the lowest-beta device may have half the indicated beta, and the
highest-beta device twice.

Power transistor currents in most topologies have the shape of a
ramp starting from zero or a ramp on a step. Thus the input base
current should be adequate to keep Vce “bottomed” to about 0.5 to
1.0 V at the peak of the Ic ramp at maximum output power at minimum
input voltage for the minimum beta transistor. This is especially true
for discontinuous-mode flybacks where the ratio of peak to average
current is high.

8.2.2 A Spike of High Base Input Current Ib1

at Instant of Turn “On”
To ensure fast collector current turn “on,” there should be a short spike
of base current about two to three times “on” time average. This spike
need last only about 2 to 3% of the minimum “on” time (Figure 8.2a).

The effect of this turn “on” overdrive can be seen in Figure 8.2b. If
turn “on” speed is not a factor, base current (Ib1) for a desired collector
current (Ic1) need be only that required to bottom Vce to the saturation
voltage Vce(sat) at the intersection of the collector load line and the
Ic/Vce curve.

At that Ib1, collector current will rise exponentially with some time
constant τ a and get to within 5% of Ic1 in three time constants 3τ a .

If base input current is 2Ib1 (overdrive factor of 2), however, collector
current will rise as if it were heading for 2Ic1. It would reach 2Ic1 in the
same 3τa , but collector current is limited to Ic1 by the supply voltage
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FIGURE 8.2 (a ) Optimum base current waveforms. (b) Accelerating
collector current rise time with base current overdrive.

and load impedance. Hence the current reaches Ic1 (the desired value)
in 0.69τ a instead of 3τ a.

Similarly, if an overdrive factor of 3 is used (Ib = 3Ib1), collector
current will rise as if it were headed to 3Ic1 and, if not limited by the
load resistance and supply voltage, would reach 3Ic1 in the same 3τ a.
But since it is limited, it reaches the desired Ic1 in 0.4τa instead of 3τa.

Overdrive factors of 2 to 3 are usually used to speed up turn “on”
time. The required base current overdrive can be calculated for a
nominal-beta transistor. Low-beta transistors are faster and do not
require as high an overdrive factor. High-beta transistors are slower,
and an overdrive of 2 for a nominal beta device corresponds to an
overdrive of 4 for a high-beta transistor as its beta value is generally
twice that of the nominal-beta transistor.

TIP The Baker clamp circuit in Figure 8.6 with overdrive also solves this
problem without increasing the drive during the “on” period. Hence it does
not increase the storage time. ∼K.B.
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8.2.3 A Spike of High Reverse Base Current
Ib2 at the Instant of Turn “Off”
(Figure 8.2a)

If base current is simply dropped to zero when it is desired to turn
“off,” collector current will remain unchanged for a certain time (stor-
age time ts). Collector voltage will remain at its low Vce(sat) value of
about 0.5 V, and when it finally rises, it will have a relatively slow rise
time.

This comes about because the base-emitter circuit acts like a charged
capacitor. Collector current keeps flowing until the stored base charges
drain away through the external base-to-emitter resistor. There is gen-
erally a large excess of stored base charges because the base current
must be chosen sufficiently large to bottom the collector-to-emitter
voltage to about 0.5 V for the lowest-beta transistor. Thus the highest
or even the nominal-beta transistor has an excess of base current and
long storage time.

A momentary spike of reverse base current Ib2 is required to pull out
the stored base charges. This reduces storage time and permits higher
switching frequencies. It also significantly reduces power dissipation
during the turn “off” interval.

This can be seen (Figure 8.3a ) in the instantaneous Ic/Vce curves
during the turn “off” interval. There it is seen (t1 to t2) that before
Vce starts rising rapidly, it moves up out of saturation slowly while
collector current hangs on at its peak value. During this interval,
current is at its peak and collector-to-emitter voltage is considerably
higher than its saturation level of 0.5 to 1.0 V.

The resulting high spike of power dissipation can be a large fraction
of the total dissipation in the transistor. The spike of reverse base cur-
rent (Figure 8.2a ) reduces this dissipation by shortening the interval t1
to t2 and permits higher-frequency operation by reducing the storage
time.

Manufacturers usually offer curves showing storage, rise, and fall
times for their power transistors for values of Ic/Ib1 and Ic/Ib2 ranging
from 5 to 10 at various values of collector current (Figure 8.3b, c).

8.2.4 A Base-to-Emitter Reverse Voltage
Spike –1 to –5 V in Amplitude at the
Instant of Turn “Off”

Bipolar transistors have three significant collector-to-emitter voltage
ratings: Vceo, Vcer, and Vcev. The Vceo rating is the maximum collector-
to-emitter voltage at turn “off” when the base to emitter is open-
circuited at the instant of turn “off.” It is the lowest voltage rating for
the device.
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FIGURE 8.3 (a ) Typical turn “off” transition falling current and rising
collector-to-emitter voltage for a power transistor; no snubber at collector.
(b and c) Typical switching times for a typical high-current high-voltage
transistor: 2N6836, 15 A, 850 V (Vcev). (Courtesy of Motorola Inc.)
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FIGURE 8.3 (Continued).

The transistor can tolerate a higher voltage (Vcer rating) during the
“off” state if it has a “low” (usually 50 to 100 �) resistance from base
to emitter.

The highest voltage the transistor can safely tolerate is its Vcev rating.
This is the maximum voltage the transistor can tolerate at the instant of
turn “off” during the leakage inductance spike (Figures 2.1 and 2.10).
It can tolerate this voltage only if there is a –1 to –5 V reverse voltage
spike at the base during the instant of turn “off” (Figure 8.4). This
reverse-bias voltage or voltage spike must be supplied by the base
drive circuit and must last at least as long as the leakage inductance
spike.

8.2.5 The Baker Clamp (A Circuit That Works
Equally Well with High-or Low-Beta
Transistors)

Since production spread in beta may be four to one, base current that
is sufficient to safely turn “on” a low-beta transistor will greatly over-
drive a high-beta transistor and result in excessive storage time. Re-
ducing this storage time adequately may require unacceptably large
reverse base current. The Baker clamp drive circuit shown in Figure 8.6
solves this problem.

8.2.6 Improving Drive Efficiency
Since high-collector-current transistors generally have low beta, the
base current driver must deliver high current. If this current comes
directly from a high-voltage source without the benefit of current gain
through a voltage step-down transformer, efficiency will be low.



430 S w i t c h i n g P o w e r S u p p l y D e s i g n

FIGURE 8.4 Reverse-bias safe operating area curves (RBSOA) for 2N6836.
During turn “off,” the Ic − Vce locus must not cross the boundaries shown.
Even a single crossing may destroy the transistor because of the current
crowding into a small part of the chip area and causing local hot spots. With
a –1 to –5 V reverse bias at the instant of turn “off,” the Vcev boundary OABC
applies. For Vbe = 0 at turn “off,” the boundary ODE applies. (Courtesy of
Motorola Inc.)

A widely used fast power transistor—the 2N6836—is rated at Ic of
15 A, and Vcev of 850 V. It is widely used in off-line switching supplies.
At 15 A, it has a minimum current gain of 5, requiring at least 3 A of
base current.

If this base drive current came from a 6-V source at, say, 80% duty
cycle for a push-pull circuit, base drive dissipation at the source would
be an unacceptably high 14.4 W. A good base drive scheme should cou-
ple the drive pulse from a DC housekeeping voltage source through
a voltage step-down, current step-up transformer.

8.3 Transformer Coupled Baker Clamp Circuits
The transformer-drive Baker clamp1–4 in Figure 8.7 is a widely used
base drive scheme. It is inexpensive, low in component count, and
provides all six features described in Sections 8.2.1 to 8.2.6.

Since it is transformer drive, it also nicely solves the problem of
coupling a width-modulated pulse across the input-output bound-
ary. In off-line supplies, the PWM chip and housekeeping supply are
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typically located on output common and the power transistor is on
input common (see Figure 6.19 and Section 6.6.1).

Since a transformer is involved, it is relatively simple to get a voltage
step-down, current step-up ratio of 10 or more. The secondary delivers
about 1 to 1.8 V to the base, and the primary takes its current from the
housekeeping power supply, which is usually 12 to 18 V.

Thus in the preceding example with a 10/1 turns ratio, the 3 A of
base current at the transformer secondary is obtained at a cost of only
300 mA from the housekeeping supply referred to output common.

In Figure 8.7, a Baker clamp is located after the secondary of T1,
between the collector and base of the power transistor. The operation
of a Baker clamp is discussed below.

When not in saturation, the collector-to-base junction of an NPN
transistor is reverse biased and the collector is positive with respect to
the base. When it is hard “on” and in saturation, however, the collector
is negative with respect to base, and the base-to-collector junction is
forward biased, acting like a conducting diode.

This can be seen in Figure 8.5a and 8.5b for the 2N6386, which is
a fast 15-A, 450-V transistor. Figure 8.5a shows the “on” collector-to-
emitter voltage at various collector currents for two values of forced
beta B f = Ic/Ib and temperature. It is seen that Vce depends strongly
on Ic , B f , and temperature. At operating conditions of Ic = 10 A,
B f = 5, and 100◦C junction temperature, the “on” Vce potential is
about 0.2 V. Figure 8.5b shows that at 10 A, the “on” base-to-emitter
potential is about 0.9 V at 100◦C.

With the resulting 0.7-V forward bias on the base-to-collector junc-
tion, there is an excess of stored base charge. Further, when the base
current is simply reduced to zero, storage time for this very fast bipolar
transistor is still a very long 3 μs (Figure 8.5c).

Baker clamping corrects this problem by not permitting the base-to-
collector junction to take on a forward bias, or at the worst, by allowing
only a 0.2- to 0.4-V forward bias—low enough to prevent significant
storage time.

The Baker clamp can reduce storage time by a factor of 5 to 10.4 It
works nicely over a large temperature and collector current range, and
very importantly, circuit operation is equally good with transistors
whose production spread in beta is as large as 4 to 1. Its operation is
described in the following section (see also Figure 8.6).

8.3.1 Baker Clamp Operation
In Figure 8.6, a large current I1 of the desired pulse width is provided
at the anode of D2. The current is large enough to overdrive Q1 “on” at
the maximum current with the desired speed, when Q1 is a minimum
beta transistor. As Q1 commences turning “on,” D3 is reverse-biased,
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FIGURE 8.5 (a and b) Junction voltages for 2N6836 transistor at two values
of forced beta. (c) Storage time for 2N6836 without Baker clamping. (Courtesy
of Motorola Inc.)
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FIGURE 8.6 Baker clamping. The objective of the Baker clamp is to prevent
a forward bias on the Q1 collector-to-base junction during the “on” time, and
hence minimize storage time. If the voltage rise across D2 equals the drop
across D3, Vce is equal to Vbe. Differences in the D2, D3 forward drops permit
a small forward bias on the collection-to-base junction, but not enough to
result in significant storage time. Currents I2 and I3 redistribute themselves
by negative feedback so that I2 keeps Vce just low enough to D3 forward
biased. The rest of I1(= I3) flows through D3 and the Q1 collector to
common.

draws no current, and is effectively out of the circuit. All the current I1
current flows through D2 into the base, yielding very short collector
current rise time.

However, when the collector voltage has fallen low enough to
forward-bias D3, the current I1 is redistributed. Only a fraction of
I1 sufficient to keep D3 forward-biased flows through D2 into the Q1
base. The balance, I3, flows through D3 into the Q1 collector, and then
through the emitter to common.

The circuit operates with negative feedback. As load current
changes, or as transistors with different beta are used, the Q1 base
demands from I1 only enough current through D2 to keep D3 forward-
biased. Since the forward drops in D2 and D3 change by only a few
tens of millivolts with large forward current changes, the potential at
the Q1 collector does not change significantly.

Now consider the Q1 junction potentials in a typical forward con-
verter. Diode D3 must be a high-voltage, fast-recovery diode, as it
is subjected to twice the supply voltage plus a leakage inductance
spike. Diode D2 is also a fast-recovery type, but is never subjected to
a reverse voltage of greater than about 0.8 V (forward voltage of D1).
Thus, assume that D3 is an MUR450 (450 V, 3 A, 75 ns recovery time)
and D2 is an MUR405 (50 V, 4 A, 35 ns recovery time).
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MUR450 Vf , V MUR405 Vf , V

I f , A 25◦C 100◦C 25◦C 100◦C

0.5 0.89 0.75 0.71 0.61

1.0 0.93 0.80 0.74 0.65

2.0 1.01 0.90 0.78 0.70

3.0 1.10 0.95 0.80 0.73

TABLE 8.1 Forward Voltages of Ultra-Fast-Recovery Diodes D2, D3 in
Figure 8.6

Assume for the moment that the D2, D3 forward voltages are inde-
pendent of forward current and temperature and are equal to 0.75 V.
This approximation is good enough as seen in Table 8.1. The small
variations are not sufficient to change the reasoning described below.

In Figure 8.6, when D3 conducts, the voltage rise in D2 is close to the
drop in D3, which is assumed to be 0.75 V. For Vbe of 1.0 V in Q1, the
D2 anode (Vs) is at +1.75, and the Q1 collector voltage is also 1.0 V.
Thus, there is no forward bias on the Q1 base-to-collector junction
and negligible storage time. If temperature rises, the forward drop in
D2 decreases, but so does the drop in D3 and the collector-to-base
junction still has no forward bias.

Now assume that I1 is 3.5 A, and that Q1 is a maximum beta tran-
sistor and requires only 0.5 A of base current, leaving 3.0 A for D3.
Table 8.1 shows the rise in D2 is 0.61 V at 100◦C, and the drop in D3 is
0.95 V at 3 A, 100◦C. This leaves a forward bias of only 0.34 V across
the Q1 base-to-collector junction—not enough to cause diode-type
conduction in it. Storage time is still negligible at that forward bias.

Note that Baker clamping holds the collector-to-emitter potential at
about 1 V, as compared to the 0.2 to 0.5 V without the Baker clamp.
This increases transistor loss during the “on” time, but the decreased
AC loss during the transition from “on” to “off” more than makes up
for it (Section 8.2 and Figure 8.3a ).

Thus the Baker clamp has satisfactorily solved two significant prob-
lems. It prevents sufficient forward bias on the base-to-collector junc-
tion to cause appreciable storage time. It also permits the circuit to
work equally well with large changes in load current and over a large
production spread in transistor beta, because of the redistribution of
currents between D2 and D3 as base current demands change.

However, it is still desired to provide –1 to –5 V reverse bias current
to Q1 to speed up turn “off” time. This is prevented by the blocking
action of D2, but by adding the “reach-around” diode D1 across D2,
it becomes possible. It now only remains to find a low-parts-count
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scheme to provide the large forward current Ib1 for turn “on,” an
equally large reverse current Ib2, and a reverse voltage bias at the base
for turn “off.” This is easily achieved with the transformer-coupled
scheme of the following section.

8.3.2 Transformer Coupling into a Baker Clamp
8.3.2.1 Transformer Supply Voltage, Turns Ratio Selection,

and Primary and Secondary Current Limiting
The Baker clamp circuit of Figure 8.7 provides all the required drive
characteristics. It provides high forward and reverse base drive for
Q2 with relatively low primary current drawn from the housekeeping
supply Vh . It also provides the Q2 reverse base voltage which permits
it to realize its Vcev rating. It works as follows.

First, the T1 turns ratio Np/Ns is chosen as large as conveniently
possible so as to provide the desired secondary current with a

FIGURE 8.7 A transformer-driven Baker clamp. Transformer T1 provides a
large current gain from primary to secondary so that secondary currents of
2 to 3 A can be obtained from primary currents of about 600 mA, permitting
use of small, inexpensive transistors for Q1. By storing magnetizing current
in Np , large reverse currents are available in Ns at the instant of Q2 turn
“off.” Resistor R1 serves as a primary current limiter.
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reasonably low primary current. Since the primary current will be
taken from the housekeeping supply Vh , which also feeds the PWM
chip, Vh should be kept low to keep dissipation low.

Choosing a high Np/Ns ratio to get a large current gain in T1 may
also force too high a value of Vh . A reasonable choice for Vh is the 15
to 18 V often needed for a PWM chip. This largely fixes Np/Ns . It will
soon be seen that the T1 primary voltage Vp should be considerably
less than Vh because of R1, which plays a significant part in the circuit.

The T1 secondary forward voltage Vs is Vbe(Q2) plus the D2 forward
drop VD2. In other words, Vs = Vbe(Q2) + VD2 = 1.0 + 0.75 = 1.75 V.
The voltage at the top of the T1 primary is

Vpt = Np

Ns
Vs + Vce(Q1)

= Np

Ns
1.75 + Vce(Q1) V (8.1)

≈ Np

Ns
1.75 + 1.0V

Constant Vh can be provided by an inexpensive linear regulator fed
from the secondary of a small 60-Hz transformer returned to output
common as in Figure 6.19.

However, Vpt should be kept considerably lower than Vh so as to
provide a relatively constant voltage across R1 (VR1) when Vs varies as
a result of temperature-induced variations in Vbe and VD2. The reason
for keeping VR1 constant is that R1 serves to limit primary current

Ip(Q1) = Vh − Vpt

R1

= Vh − (Np/Ns)Vs − 1.0
R1

(8.2)

By limiting T1 primary current, R1 also limits secondary current
and current into D2. Although negative feedback through the Baker
clamp diode D3 allots current to the Q2 base only sufficient to supply
the maximum collector current and to keep D3 in conduction, excess
T1 secondary current is simply wasted by being diverted via D3 into
the Q2 collector.

By choosing Vh large compared to (Np/Ns)Vs , R1 approximates a
constant-current source, relatively independent of temperature vari-
ations in Vs .

For an initial guess, assume Np/Ns = 5. For a nominal Vs(= Vsn) of
1.75 V, the nominal Ip is

Ipn = Vh − 5Vsn − 1.0
R1
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and the change in Ipn(= dIpn) is dIpn = 5 dVs/R1, where dVs is the
anticipated change in Vs due to temperature change. The fractional
change in Ipn is

dIpn

Ipn
= 5dVs

Vh − 5 × 1.75 − 1.0
(8.3)

= 5dVs

Vh − 9.75

Then, for an anticipated temperature variation dVs of 0.1 V, and a
permissible fractional change of 0.1 in Ipn, from Eq. 8.3 we obtain

0.1 = 5 × 0.1
Vh − 9.75

or

Vh ∼= 14.75 V

= 15.0 V

Thus, if it were desired to limit the Q1 primary current to Ipn, R1
would be chosen as

R1 = 15 − (5 × 1.75) − 1.0
Ipn

(8.4a)

R1 = 5.25
Ipn

(8.4b)

8.3.2.2 Power Transistor Reverse Base Current Derived
from Flyback Action in Drive Transformer

A large reverse current to the base of power transistor Q2 (Figure 8.7)
can be obtained by choosing a low magnetizing inductance in the T1
primary. During the Q1 “on” time, T1 primary current is limited by
R1. Part of that current is multiplied by the Np/Ns turns ratio and
delivered to the secondary to turn the Q2 base “on.”

But part of that current flows to the primary magnetizing induc-
tance Lm and does not contribute to the secondary current. It simply
ramps up linearly at a rate dIm/dt = (Vpt − 1)/Lm. At the end of the
“on” time ton it has reached a peak Ipm = (Vpt − 1)ton/Lm and is
sustained by energy stored in the magnetizing inductance.

Now when Q1 is turned “off,” the magnetizing current Ipm mul-
tiplied by the turns ratio Np/Ns is delivered by flyback action as a
negative-going pulse to the secondary (note the T1 primary and sec-
ondary dots). At the secondary, it pulls reverse current from the base
of Q2 through reach-around diode D1.
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After the base current charge has been fully swept out, the base
impedance is very high. As there is usually significant energy left
in T1, the Q2 base voltage can be pulled sufficiently far negative to
damage or destroy the transistor. This is prevented by the two series
diodes D4, D5, which clamp the Q2 base to a negative bias of about
1.6 V—far enough negative to permit Q2 to sustain its Vcev rating.

8.3.2.3 Drive Transformer Primary Current Limiting to Achieve
Equal Forward and Reverse Base Currents in Power
Transistor at End of the “On” Time

Significant T1 current waveshapes are shown in Figure 8.8. Current
through R1 is shown in Figure 8.8. For Vh = 15 V and Np/Ns = 5, the
nominal peak current is given by Eq. 8.4b as Ipn = 5.25/R1.

If the Q2 base reverse current at the instant of turn “off” is to be
equal to its forward base current just before that, the T1 primary

FIGURE 8.8 By choosing primary magnetizing inductance of T1
appropriately, the reverse base current to Q2 is made equal to its forward
current by flyback action in T1.
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magnetizing current at the end of “on” time should be permitted to
ramp up linearly to Ipn/2 by proper choice of its magnetizing induc-
tance.

The T1 magnetizing current is shown in Figure 8.8b; T1 primary
load current is the difference between Figure 8.8a and 8.8b, and is
as shown in Figure 8.8c. The T1 secondary current during Q2 “on”
time is the T1 primary current of Figure 8.8c multiplied by Np/Ns . Its
amplitude at the end of the “on” time, (Np/Ns) Ipn/2, is chosen to keep
the minimum-beta Q2 saturated at the maximum collector current. Its
amplitude at the start of the “on” time is twice that at its end, so turn
“on” time is very fast.

At the end of the Q1 “on” time, T1 magnetizing current in Lm is
Ipn/2. At the instant of Q1 turn “off,” this reflects into the T1 secondary
as (Np/Ns) Ipn/2 and provides Q2 reverse base current (Figure 8.8d)
equal to its current just prior to turn “off.”

8.3.2.4 Design Example—Transformer-Driven Baker Clamp
Assume a 500-W forward converter operating from the rectified 115-V
AC line that produces nominal rectified DC input of 160 V at minimum
load, and minimum rectified DC input at maximum load of 0.85 ×
160 = 136 V. From Eq. 2.28, peak primary current is

Ipft = 3.13Po

Vdc(min)
= 3.13 × 500

136
= 11.5 A

Let Q2 be a 2N6836—a 15-A, 450-V (Vceo) device with a Vcev rating
of 850 V. Its minimum beta at 10 A is 8—assume 7 at 11.5 A. Worst case
minimum base current is 11.5/7 = 1.64 A. For an Np/Ns ratio of 5 in
T1, primary load current is 1.64/5 = 0.328 A. This is the base current
that must flow at the end of the “on” time.

Also from Figure 8.8a , current in R1 (Figure 8.7) must be twice that
so as to store 0.328 A of T1 magnetizing current for the Q2 reverse
base drive. From Eq. 8.4b, for Vh = 15 V, R1 = 5.25/2 × 0.328 = 8.0 �.

The T1 magnetizing inductance must permit a peak magnetizing
current of 0.328 A at the end of the “on” time. Calculate the magne-
tizing inductance from the minimum “on” time of Q1.

Assume a switching frequency of 50 kHz, and a maximum “on”
time of 0.8T/2 or 8 μs at minimum AC input. For ± 10% variation in
AC input, the minimum “on” time of Q1 will be 0.8×8 = 6.4 μs. Then

Lm(T1) = (Np/Ns)Vston(min)

0.328

= 5 × 1.75 × 6.4 × 10−6

0.328
= 171 μH
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FIGURE 8.9 Inductance per 1000 turns Al for Ferroxcube 1408PA3C8 pot
core. This is a small core suitable for the transformer T1 of Figure 8.7.

Use a Ferroxcube 1408PA3153C8 core. It is small, pill-box in shape,
with diameter 0.551 inch and height 0.328 inch. It has an Al (inductance
in milliHenries per 1000 turns) of 315 (Figure 8.9). For 0.171 mH, the
required number of turns is Np = 1000

√
0.171/315 = 23 turns—say

25, and for a turns ratio of 5, Ns = 5 turns. The magnetizing ampere-
turns product is 0.328 × 25 = 8.2 ampere turns. Figure 8.9 shows that
the knee at which this specific core ( Al = 315) starts saturating is at
about 12 ampere turns, which is safe.

Transistor Q1 conducts a peak current of only 2 × 328 = 656 mA. It
can be a 2N2222A—an 800-mA, 40-V device whose rise and fall times
are under 60 μs. It comes in an inexpensive TO-18 package.

8.3.3 Baker Clamp with Integral Transformer
By changing the circuit of Figure 8.7 to the simpler one of Figure
8.10, greatly improved performance with all the advantages of Baker
clamping is achieved. Current gain in T1 can be doubled without in-
creasing Vh , and better performance over a wider temperature range
results. Also, the problem inherent in Figure 8.7—that the forward
rise in D2 does not track the drop in D3 over large current changes—
no longer exists. The circuit of Figure 8.10 works as follows. The
secondary of T1 in Figure 8.10 is center-tapped (Ns1 = Ns2). Thus
VNs1 = VNs2 = Vbe(Q2), and when D3 is conducting, we obtain

Vce(Q) = VNs1 + VNs2 − VD3

= 2Vbe(Q2) − VD3

= 2 × 1.0 − 1.0 = 1.0 (Table 8.1, Figure 8.5b)
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FIGURE 8.10 Transformer Baker clamp.

Since Vbe = 1.0 also, there is no forward bias across the base-to-
collector junction and storage time is minimized.

There are changes in Vbe and VD3 with current and temperature, but
since there is only one diode involved as compared to two for Figure
8.7, the maximum forward bias on the Q2 collector-to-base junction is
considerably lower than that for Figure 8.7.

D2 was needed in Figure 8.7 only, to provide a forward-voltage rise
equal to the D3 forward drop, so the reach-around diode D1 is not
needed either.

The greatest advantage of Figure 8.10 is that since Vs is approxi-
mately 1.0 rather than the 1.75 V of Figure 8.7, the turns ratio Np/Ns1
can be roughly doubled without increasing Vh . Thus the same Q2 base
current can be delivered at about half the current in Q1 and T1 pri-
mary. The advantage of Figure 8.10 can be appreciated by repeating
the design example of Section 8.3.2.4 with the Figure 8.10 circuit as
below.
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8.3.3.1 Design Example—Transformer Baker Clamp
In Figure 8.10, Vpt = (Np/Ns1)VNs1+Vce(Q1). Now choose Np/Ns1 = 10,
rather than 5 as in the Figure 8.7 circuit. With a larger T1 turns ratio, IQ1
will be smaller. Hence assume that Vce(Q1) will be 0.5 V, rather than the
1.0 V assumed for the Figure 8.7 circuit. Then Vpt = 10 × 1.0 + 0.5 =
10.5 V, and keeping the same nominal 5.25 V across R1 (Eq. 8.4b),
Vh = 15.75 V. For the same 1.64 A to the Q2 base as in the previous
design example, with Np/Ns1 = 10, Q1 primary load current is now
only 164 mA.

As in Section 8.3.2.4, choose the T1 magnetizing current at the end
of the “on” time to equal the primary load current (Figure 8.8). Thus
R1 is chosen to limit current to 328 mA and R1 = 5.25/0.328 = 16�.
With 10 V across the T1 primary for the same 6.4 μs, the magnetizing
inductance is Lm = (10 × 6.4 × 10−6)/0.164 = 390 μH.

For the same Ferroxcube 1408PA3153C8 core with an Al value of
315 mH per 1000 turns, the required number of primary turns is
1000

√
0.390/315 = 35. For a turns ratio of 10 Ns1, Ns2 is 3.5 turns.

Half turns are possible with pot cores, but they introduce other
odd, undesirable effects. Hence choose Ns1 = Ns2 = 4 turns and
Np = 40 turns. This makes the magnetizing inductance (40/35)2 ×390
or 509 μH and the peak magnetizing current equal to (390/509)164 =
126 mA. For a 10/1 turns ratio, the reverse base current to Q2 is
now 1.26 instead of 1.64 A. This still yields a sufficiently low stor-
age time.

The number of magnetizing ampere turns in T1 is now 0.126×40 =
5.04 ampere turns, which is still safely below the saturation knee for
the Al = 315 core of Figure 8.9.

8.3.4 Inherent Baker Clamping with a
Darlington Transistor

Using a Darlington-connected transistor pair, the output transistor
Q2 is automatically Baker clamped by the base-emitter diode of the
drive transistor Q1 acting as D2 of Figure 8.7, and the base-collector
diode ofQ1 acting as D3 in Figure 8.7. This can be seen in Figure 8.11a
to 8.11c.

The output transistor in a Darlington has negligible forward bias on
its base-collector junction and has a low storage time, but data sheets
on integrated-circuit Darlingtons show storage times up to 3 or 4 μs.
This is due mainly to the storage time in the Darlington drive tran-
sistor, which does saturate and has a forward-biased base-collector
junction.

If a Darlington configuration with lesser storage time is needed, the
3- to 4-μs storage time can be lowered by using discrete transistors for
the drive and output transistors.
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FIGURE 8.11 In a Darlington configuration, output transistor Q2 is
inherently Baker clamped by the base-collector diode of Q1 acting as D3,
and the base-emitter diode of Q1 acting as D2 in Figure 8.7. Storage time in a
Darlington configuration is due to saturation of the Darlington driver which
is not Baker clamped. Figure 8.11b shows the junctions in a junction
transistor such as Q1.

By implementing a Darlington with discrete drive and output tran-
sistors, the drive transistor can be chosen as an ultra-high-frequency
device which can have minimized storage time despite its forward-
biased base-collector junction.

Most integrated-circuit Darlingtons have a built-in reach-around
diode like D1 in Figure 8.7, which permits pulling reverse current
from the output transistor base to improve its switching time.

8.3.5 Proportional Base Drive2–4

The base drive scheme shown in Figure 8.12 is widely used for high
output power, or power transistor currents over 5 to 8 A.

The circuit does not attempt to keep the power transistor from sat-
urating by use of Baker clamping. Rather, it ensures a large reverse
base current to minimize storage time; and it always generates a base
drive current proportional to its output current.

Thus even with a high base current required for high output current,
when output current is reduced from maximum to minimum, so is the
base current. Consequently, the base is never overdriven at low output
currents and storage time is kept reasonably low throughout the load
current range.

A particularly valuable feature is that the base current is obtained
by positive feedback from the collector. For large output current which
requires large base current, this results in far less base source dissipa-
tion than if the base current was derived from a housekeeping supply.

Circuit details are described in the following paragraphs.

8.3.5.1 Detailed Circuit Operation—Proportional Base Drive
In Figure 8.12, there is positive feedback between windings Nc and
Nb (note the dots) of drive transformer T1. These windings act as a
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FIGURE 8.12 Proportional base drive. When Q1 turns “off,” the
magnetizing current stored in Np provides a short impulse to turn Q2 “on”
by flyback action in T1. Thereafter, positive feedback from Nc holds Q2 “on.”
The ratio Nb/Nc is chosen equal to Q2 minimum beta. When Q1 turns “on,”
it couples a negative impulse to Nb which starts a regenerative turn “off”
sequence between Nc and Nb .

current transformer with a turns ratio Nc/Nb .If Q2 is turned “on,” and
a current Ic(≈ Ie ) flows in Nc , a base current (Nc/Nb) Ic flows in Nb .

For Nc/Nb = 0.1 and Ic = 10 A, Q2 base current is 1 A. If Ic is
reduced to 1 A, Q2 base current is only 0.1 A. When Q2 is to be turned
“off,” the stored base charge which must be removed corresponds to
only 0.1 instead of 1.0 A, and turn “off” is still rapid.

The problem is how to initiate Q2 turn “on,” and how to break the
tightly coupled positive-feedback loop between Nc and Nb and supply
a large reverse base current to minimize Q2 storage time at turn “off.”

Transistor Q2 can be turned “on” and “off” in a number of ways.
Some designers turn “on” an auxiliary transistor Q1 to turn Q2 “on,”
and turn Q1 “off” to turn Q2 “off.” Here, however, Q2 is turned “on”
by turning Q1 “off.” Then the stored magnetizing current in the T1
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FIGURE 8.12 (Continued).

primary is multiplied by the Np/Nb ratio, and delivered to Nb by
flyback action (note the dots on Np and Nb) to initiate the turn “on”
operation.

This impulse need last only a short time—long enough for Q2 col-
lector current to rise and establish a solid positive-feedback action
between Nc and Nb . Then for the duration of the “on” time, base cur-
rent is supplied by transformer coupling between Nc and Nb .

To turn Q2 “off,” Q1 is turned “on.” It is assumed that Vc , the voltage
on capacitor C , is fully charged to the supply voltage Vh . When Q1
comes “on,” the dot end of Nb goes negative with respect to its no-dot
end (see dot orientation) and turns Q2 “off.” The turns ratio Np/Nb is
chosen to yield a 2-V negative pulse at Nb so as to permit Q2 to sustain
its Vcev rating as it turns “off.”

The values of R1, C1, Vh , Np magnetizing inductance, and the T1
turns ratios are critical to the design. The quantitative design of these
components is covered in the following section.



446 S w i t c h i n g P o w e r S u p p l y D e s i g n

8.3.5.2 Quantitative Design of Proportional Base Drive Scheme
The first decision is to select the turns ratio Nb/Nc (Figure 8.12). This
is chosen equal to the minimum Q2 beta or

Nb

Nc
= βmin(Q2) (8.5)

Proportional base drive is used mostly for Q2 collector currents over 5
to 8 A, at which minimum betas range between 5 and 10. Thus Nb/Nc
is usually chosen in the range of 5 to 10.

The next decision is the choice of Np/Nb . Below we will ensure that
when Q1 is turned “on,” the voltage Vc on capacitor C1 equals the
supply voltage Vh . When Q1 is turned “on,” a 2-V negative impulse
to the Q2 base is needed. This permits Q2 to tolerate its Vcev voltage
rating and prevents “second breakdown.” Thus

Np

Nb
= Vh

2
(8.6)

With these ratios fixed, the transformer is almost designed. Then Nc
is chosen at one turn, which fixes Nb and Np . A core will be chosen
and a gap will be specified as below.

When Q2 has been turned “on” and is carrying its maximum current
Ic(max), the base current to support that collector current comes from
positive feedback between Nc and Nb . To initiate that regenerative
process, the current impulse delivered from Np to Nb by flyback action
when Q1 turns “off” must be large enough to ensure positive-feedback
action. If the impulse from Np is too small in amplitude or width, Q2
may not turn “on” fully, and fall back “off.”

To ensure that this does not happen, the short current impulse deliv-
ered to Nb from Np is made equal to that delivered to Nb from Nc after
solid positive feedback has been established. Thus I1 (Figure 8.12) is
chosen, by proper selection of R1, to yield

I1 = Nb

Np

Ic(max)

βmin

= Nb

Np

[
Ic(max)

(
Nc

Nb

)]
(8.7a)

I1 = Ic
Nc

Np
(8.7b)

This value of I1 is obtained by choosing the Np inductance low
enough (as will be calculated below) so that at the end of the minimum
Q1 “on” time, the voltage across Np collapses to zero, and I1 is fixed
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by Vh and R1 as

I1 = Vh

R1
(8.8a)

and from Eq. 8.7b

R2 = Vh

Ic

Np

Nc
(8.8b)

8.3.5.3 Selection of Holdup Capacitor (C1, Figure 8.12)
to Guarantee Power Transistor Turn “Off”

At the end of Q1 “on” time, when Q1 has been “on” long enough
for the voltage across Np to collapse to zero, Np draws a current of
only Vh/R1. The corresponding current impulse delivered to Nb by
flyback action is sufficient to safely close the regenerative feedback
loop between Nc and Nb .

When Q1 has just turned “on,” however, it must draw more current
than I1. The initial current in Np has two tasks. When Q1 turns “on”
initially, it must first break the positive-feedback loop between Nc
and Nb by canceling Ib , the Q2 forward base current. Then to turn Q2
“off” quickly with minimum storage time, it should deliver an equal
reverse current Ib to the Q2 base. Thus to deliver –2Ib to Nb requires
2Ib(Nb/Np) in Np .

Further, in delivering –2Ib to Nb , the voltage at the top of Np must
remain at Vh to deliver a momentary 2-V reverse-bias pulse to the Q2
base. Without capacitor C1, R1 would not be able to remain at Vh and
supply 2Ib(Nb/Np) to the primary. Thus, capacitor C1 is added at the
junction of R1 and Np to hold Vc up long enough to turn Q2 “off.”

This requirement fixes the value of C1, which must supply the cur-
rent 2Ib(Nb/Np) at voltage Vh during Q2 turn “off” time toff. This
requires a stored energy in C1 of

1/2C1(Vh)2 = 2Ib
Nb

Np
Vhtoff

= 2Ic
Nc

Nb

Nb

Np
Vhtoff

or

1/2C1(Vh)2 = 2Ic
Nc

Np
Vhtoff (8.9a)

or

C1 = 4
(

Ic

Vh

)
Nc

Np
toff (8.9b)
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For high-current bipolar transistors, the typical turn “off” time toff
is 0.30 μs, which fixes the value of C1.

Now that R1 and C1 have been selected, care must be taken that at
the instant Q1 is turned “on” to turn Q2 “off,” the voltage Vc (Figure
8.12) has risen to Vh . During the previous “on” time (Figure 8.12), the
inductance of Np has been chosen so low that Vc has fallen to zero to
permit a buildup of I1 in R1. Hence at the start of the Q1 “off” time,
Vc is zero and has only the minimum “off” time to charge to Vh again.

To recharge C1 to within 5% of Vh , 3R1C1 must equal the minimum
Q1 “off” time.

If the preselected R1C1 time constant is too large, C1 can be
recharged rapidly with an emitter-follower as in the scheme of
Figure 8.13 suggested by Dixon.6

FIGURE 8.13 Fast C1 recharge circuit for proportional base drive. In Figure
8.12, if C1 cannot be recharged to Vh in the minimum Q2 “on” time,
emitter-follower Q3 is interposed between R1 and C1.
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8.3.5.4 Base Drive Transformer Primary Inductance
and Core Selection

At the start of the Q1 “on” time Vc is at Vh , and at the end of the “on”
time, Vc should collapse to zero to store a current I1 in Np . Now assume
that Vc falls linearly from Vh to zero in the minimum Q1 “on” time
ton(min). Then at the end of the “on” time, Np must be carrying a current:

I (Np) = IR1 + IC1
(8.10)

= Vh

R1
+ C1Vh

ton(min)

This voltage waveform is the volt-second equivalent of a voltage
step Vh/2 applied to the inductance L p for a time ton. The current rise
in the inductance is then I1 = Vhton/2L p . This current rise must equal
the current I (Np) of Eq. 8.10.

Vhton

2L p
= Vh

R1
+ C1Vh

ton(min)

or

L p = ton

2(1/R1 + C1/ton(min))

8.3.5.5 Design Example—Proportional Base Drive
Consider a forward converter with the base drive circuit of Figure 8.12.
Assume a Q2 collector current of 12 A. Assume the circuit is a 115-V
AC off-line converter with a minimum rectified DC supply voltage of
145 V. Then from Eq. 2.28, 12 A of collector current corresponds to an
output power of 12 × 145/3.13 = 556 W.

Assume that Q2 is a 15-A device with a minimum beta of 6 at
12 A. Then from Eq. 8.5, Nb/Nc = 6 and Nc = 6 turns. Now assume
a housekeeping supply voltage Vh of 12 V. From Eq. 8.6, Np/Nb =
Vh/2 = 6 and Np = 6Nb = 36 turns.

From Eq. 8.7b, I1 = Ic(Nc/Np) = 12/36 = 0.33 A, and from Eq. 8.8b,
R1 = (Vh/Ic)(Np/Nc) = (12/12)(36/1) = 36�.

From Eq. 8.9b, for a Q2 turn “off” time toff of 0.3 μs,

C1 = 4
Ic

Vh

Nc

Np
toff

= 4
(

12
12

)(
1
36

)
(0.3 × 10−6)

= 0.033 μF

Suppose the switching frequency is 50 kHz. From Figure 8.11, min-
imum Q1 “on” time occurs at maximum Q2 “on” time, which will be
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assumed to be a half period or 10 μs. Then from Eq. 8.11

L p = ton(min)

2(1/R1 + C1/ton)

= 10 × 10−6

2[1/36 + (0.033 × 10−6/10 × 10−6)]
(8.11)

= 162 μH

Further, since Np is calculated as 36 turns, Al (inductance per 1000
turns) is (1000/36)2(0.162) = 125 mH per 1000 turns.

Finally, the Ferroxcube 1408PA3C8-100 core from Figure 8.9 can be
used. Its Al is 100 mH per 1000 turns, which is close enough.

After Pressman Proportional drive is very drive efficient but requires
transistors with well-defined gain selections. Devices with high gain may be
overdriven, increasing the storage time. Combining proportional drive with
the antisaturation provided by Baker clamps will provide more flexibility in
device selection and drive design. Such systems have the advantage of being
dynamic so variations in gain are compensated dynamically, ensuring the
drive is always optimum. ∼K.B.

8.3.6 Miscellaneous Base Drive Schemes
A wide variety of specialized bipolar base drive schemes have evolved
through the years. They are often used at lower power levels, and by
various circuit “tricks,” seek to achieve two common goals: (1) a low-
parts-count to obtain substantial reverse base voltage, reverse base
current, or a base-emitter short circuit at turn “off” and at turn “on”
and (2) forward base current adequate to drive lowest beta transis-
tors at maximum current, without long storage times for high beta
transistors at lowest current. Some examples are shown below.

P. Wood devised the circuit of Figure 8.14a for a 1000-W off-line
power supply.7 Its major features are current gain through transformer
T1 and a 2-V reverse base bias for power transistor Q2 by turning Q1
“on” at the instant that Q2 is to be turned “off.” It can be used for either
the lower or upper transistors in a bridge. It has also been widely used
at lower power levels. It works as follows. Assume (Figure 8.14b) the
voltage at the dot end of Ns is positive for the part of a half period
that Q2 is “on.” For the balance of this half period that Q2 is to be
“off” (Q2 dead time), the voltage across Ns is clamped to zero. Then,
in the following half period, Ns reverses polarity to reset the core on
its hysteresis loop.

Such a waveform can be obtained using the Unitrode UC3525A
PWM chip by connecting the T1 primary across output pins 11 and 14.
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FIGURE 8.14 (a ) Wood base drive circuit. When dot end of Ns goes positive,
Q2 turns “on” with its base current limited by R1. Voltage Vs is chosen to
provide about 4 V across R1 for the known base current. With a 4 V across
R1, C1 charges to 3 V through D1. While voltage exists across Ns , Q1 is
reverse-biased and is “off.” When voltage across Np drops to zero, so does
voltage across Ns . Now 3-V charge on C1 turns “on” Q1 via R1 and R2. This
brings Q2 base sharply down to a –3 V bias and turns it of rapidly.
(c) Adding D3, Z1, and D2 permits driving T1 from the “on” collector in the
output transistor of a 3524 chip.
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FIGURE 8.14 (Continued).

The T1 turns ratio is chosen to yield a forward secondary voltage Vs
of about 4 V. Resistor R1 is chosen to limit Q2 base current to a value
sufficient to turn “on” and saturate the lowest beta transistor at the
maximum Ic with the required speed. Then

R1 = Vs − Vbe

Ib(max)
(8.12)

= (Vs − 1)β(min)

Ic(max)

For 4 V across Ns , the voltage across R1 is about 3 V and C1 charges
to approximately –2 V with respect to the Q2 emitter. With 3 V across
R1, Q1 has a –1 V bias and is kept “off” as long as current flows
through R1.

At the start of the dead time when Vs falls to zero, Q2 turns “off”
rapidly with small storage delay. C1 feeds the series combination of
R1, R2, and the base-emitter of Q1, which turns “on” and pulls the
Q2 base down to –2 V, turning it “off.” The reverse base current to Q2
is not uniquely determined, but Q1 can be a small, fast transistor such
as a 2N2222A with a minimum gain of 50 and collector current rating
of 500 mA. This is sufficient to yield quite small storage and turn “off”
time in Q2. As soon as the dot end of Ns goes positive again, the Q1
base is again reverse-biased and Q1 turns “off.”

A circuit which permits the use of the less expensive SG3524 instead
of the UC3525 chip is shown in Figure 8.14c. Here, when the Vs polarity
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reverses, zener diode Z1 (3.3 V) and diode D2 clamp its voltage and
reset the core in a time approximately equal to its set time. Diode D3
blocks the reset voltage from being clamped by Q1.

Now the charge on C1 is a floating bias voltage which turns Q1
“on” via R1 and R2 in series. As Q1 turns “on,” it pulls the Q2 base
down to –2 V and turns it “off.” The addition of diode D3 requires the
T1 turns ratio to yield Vs of about 5 V.

If power transistor reverse base bias is not critical, Q1, C1, and D1
of the Wood circuit can be eliminated by the use of a UC3525 chip as
shown in Figure 8.15. Although the scheme does not offer a reverse
base bias, it does short-circuit the power transistor base at turn “off.”
This minimizes storage and turn “off” time, but does not provide the
reverse base bias to sustain the Vcev rating.

The circuit in Figure 8.15 provides base drive to the upper and
lower transistors in a half bridge, or alternatively to a pair of push-
pull transistors.8 Resistor R1 is used for current limiting, and to be a
good constant-current source, the voltage across it should be relatively
independent of voltage drops in the internal source and sink drivers
at pins 11 and 14.

The source and sink drivers in the UC3525 have about a 2 V drop
at 200 mA. For Vs(= Vbe) = 1 V and a current gain of 10, the primary
voltage at pins 11 and 14 is 10 V. The primary current flows out of the
source driver and returns through the sink driver to common, so for
10 V across the primary, the top of the source driver on pin 13 is at
14 V. For R1 to be a fairly good constant-current source, the voltage
across it is set at 6 V, making the housekeeping supply Vh = 20 V.

For primary current limiting at 200 mA, R1 = 6/0.2 = 30 �. For
a 10/1 turns ratio, this yields 2 A of power transistor base current.
At maximum power transistor current, turn “off” and storage delay

FIGURE 8.15 Base drive to upper and lower transistors in a bridge through
a transformer whose primary is fed directly from UC3525A output.
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are minimized because with the UC3525, both output terminals are
short-circuited together immediately after the end of an “on” time.

Note that unlike Baker clamping or proportional base drive, the
same power transistor base current is delivered at maximum and
minimum collector currents. Thus, if the base current is adequate at
maximum collector current, the base will be heavily overdriven at
minimum current, and turn “off” time will be long.

Figure 8.16 shows another alternative with some desirable features.
Turn “on” drive comes from the PNP emitter-follower Q2 (2N2907A—
a small, fast 800-mA device). Resistor R3 is chosen to provide the
desired maximum Q4 base current [IR3 = (Vh − 2)/R3]. When Q1,
the PWM output transistor, turns “on,” it turns “on” Q2, which then
turns Q4 “on.”

Normally Q3 is “off” and does not rob any base drive from Q4.
When it is desired to turn Q4 “off,” Q1 is turned “off,” removing
base drive from Q2. Its collector current ceases and forward drive is
removed from Q4, which then starts turning “off.”

As Q1 starts turning “off,” its collector voltage rises steeply. A dif-
ferentiated positive pulse is coupled via C1 into the Q3 base and turns
it “on” momentarily. This short-circuits the Q4 base to common, min-
imizing its storage and current fall time.

As Q1 starts turning “off,” Q2 does not turn completely “off” until
the bottom end of R2 has risen almost to Vh . To speed up the Q4 turn
“off” time, in addition to the differentiated positive pulse coupled to

FIGURE 8.16 DC-coupled power transistor base drive. When Q1 in the
PWM chip turns “on,” it turns Q2 “on,” which turns Q4 “on” via R3. When
Q1 turns “off,” a positive-going differentiated spike is coupled via C1 into
Q3 base, which pulls Q4 base to common to turn it “off” rapidly. Q1 turn
“off” also couples a positive spike into Q2 base to turn it “off” rapidly.



C h a p t e r 8 : B i p o l a r P o w e r T r a n s i s t o r B a s e D r i v e C i r c u i t s 455

FIGURE 8.17 Direct coupling from emitter of output transistor in PWM
chip. When Q1 is “on,” totem-pole driver Q2 turns “on” power transistor Q4
with base current limiting determined by R2, Z1. Capacitor C1 takes on a
charge equal to the zener voltage (–3.3 V). When Q1 turns “off,” Q3 emitter
falls to about +0.6 V and the right-hand side of C1 forces Q4 base down to
about –3 V, turning it “off” rapidly.

the Q3 base via C1, a differentiated positive pulse is coupled to the
Q2 base via C2 to accelerate its turn “off” time.

A final base drive scheme is shown in Figure 8.17, in which Q1 is
the output transistor in the PWM chip, Q4 is the power transistor, and
Q2 and Q3 constitute an NPN-PNP emitter-follower totem pole. With
a 2N2222A for Q2, and a 2N2907A forQ3, it is capable of sourcing and
sinking up to 800 mA. Both Q2 and Q3 are 300-mHz transistors.

When Q2 is turning “on,” Q3 has a 0.6-V reverse base-emitter bias
and is “off.” When Q3 is turning “on,” Q2 has a 0.6-V reverse base-
emitter bias and is “off.”

In Figure 8.17, Z1 is a 3.3-V zener diode. When Q1 and Q2 are “on,”
C1 charges up to 3.3 V and R2 limits Q4 base current (= [Vh −Vce(Q2) −
Vbe(Q4) − VZ1]/R2).

When Q1 turns “off,” R1 brings the Q2, Q3 base quickly to common
as the capacitance of the bases of the totem-pole is very low. The Q3
emitter comes to +0.6 and Q3 is hard “on.” Now the 3.3-V negative
charge at the right-hand side of C1 brings the Q3 base down to –3.3 V,
and quickly turns Q4 “off.”
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C H A P T E R 9
MOSFET and IGBT Power

Transistors and Gate
Drive Requirements

9.1 MOSFET Introduction
Since the early 1990s, the technology of power MOSFETs (Metal Oxide
Silicon Field Effect Transistors) has advanced significantly and greatly
changed the electronics industry in general. In particular, it has revo-
lutionized the switching power supply industry. The faster switching
speed of FETs has permitted increasing power supply switching fre-
quencies from the typical 50 kHz of the bipolar transistor up to the low
MHz range for FETs. It has thus made power supplies much smaller
and made possible a host of new products which were previously
feasible only for lower powers. The small-size power supplies in per-
sonal and laptop computers are prime examples of the advances in
technology.

As a result the semiconductor industry changed dramatically. More
research funds were spent on FETs, and as their voltage and current
ratings were further improved and prices dropped, a large number of
new applications became possible—even at lower frequencies.

9.1.1 IGBT Introduction
In the late 1980s, semiconductor designers developed the Insulated
Gate Bipolar Transistor (IGBT), by combining a small, easily driven
MOSFET and a bipolar-type power transistor. This marriage pro-
vided the advantages of both types of transistor in a single package.
Although when first introduced, the early devices were not very suit-
able for switching power supplies due to excessive tail current, by
continuous development the performance was slowly improved so

457
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that by the mid-1990s IGBTs began to rival both the MOSFET and the
bipolar transistor in some applications.

Their improved drive performance and low conduction loss allows
IGBTs to displace power bipolar transistors as the device of choice for
high current and high voltage applications. The balance in tradeoffs
between switching speed, conduction loss, and ruggedness is now
being ever finely tuned, so that IGBTs are now encroaching upon the
high frequency, high efficiency domain of power MOSFETs. In fact,
the industry trend in the 2000s is for IGBTs to replace power MOS-
FETs except in very low current applications. To help understand the
tradeoffs and to help circuit designers with IGBT device selection and
application, Section 9.3 provides an overview of IGBT technology.

9.1.2 The Changing Industry
Magnetic materials with lower losses at high frequency and high mag-
netic flux density were developed. Pulse-width-modulation chips ca-
pable of operating at higher frequencies were introduced. Smaller
transformers and smaller filter capacitors were developed and there
was a greater emphasis on manufacturing processes such as surface-
mount techniques.

A new industry and a new field for research were developed, and
resonant mode power supplies emerged. Although resonant-mode
power supplies using silicon controlled rectifiers at 20 to 30 kHz had
been in use for many years, the higher frequencies possible with FETs
encouraged the development of many new resonant circuit topologies
operating at 0.3 to greater than 5 MHz.

9.1.3 The Impact on New Designs
Parasitic effects that could be ignored at lower frequencies now had
to be scrutinized more closely by designers. Skin-effect and especially
proximity-effect losses in transformer coils became a larger fraction
of total transformer losses at higher frequencies. With faster rise-time
current waveforms, L di/dt spikes on ground buses and supply rails
became more troublesome and more attention had to be paid to wiring
layout, low-inductance tracking on common and supply rails, and
capacitive decoupling at critical points.

With all the attractive new possibilities, the power supply de-
signer familiar with bipolar design could quickly learn to design with
MOSFETs and IGBTs by acquiring a surprisingly small amount of ad-
ditional information about their characteristics. Details of the internal
solid-state physics structure of a FET, which determines its behavior,
is not of great importance to the circuit designer and is outside the
scope of this book.



C h a p t e r 9 : M O S F E T a n d I G B T P o w e r T r a n s i s t o r s 459

However, the functional properties are of great importance to the
designer, and various DC volt-ampere characteristics, terminal ca-
pacitances, temperature characteristics, and turn “on” and turn “off”
speed information required for good circuit design will be considered
in some detail for both FETs and IGBTs. The converter topologies used
with these devices are simpler than those used with bipolars.

The MOSFET and IGBT input terminal (the gate) has very high
resistance, being a fully isolated oxide layer. For small devices, the
drive circuitry is far simpler than the complex base drive schemes for
bipolar transistors discussed in the previous chapter. For large power
devices, however, the effective gate capacitance can be very large, typ-
ically several nF for FETs and greater than 1 nF for IGBTs. Hence, the
design of drive circuits for large devices can be quite demanding. To
their advantage, because FETs have no storage times, the complexities
of Baker clamps and proportional base drive circuits are unnecessary,
and the problems arising from the large production spread in the gain
of bipolars do not exist with FETs.

During the short turn “off” transition in a MOSFET, the overlap
of falling current and rising voltage occurs at a lower current. This
decreases the V-I overlap area and reduces the AC switching losses
(Section 1.3.4). This mitigates the need for aggressive snubbing and
simplifies the design of load-line-shaping circuits (load line shaping
and snubbers are discussed in Chapter 11).

Some basic MOSFET characteristics and design techniques will be
discussed in the following section.

9.2 MOSFET Basics
The MOSFET1,2 is a three-terminal voltage-controlled device—in con-
trast to the bipolar transistor, which is a three-terminal current-
controlled device. In switching power supply circuits, it is used just as
a bipolar transistor— as a switch, either fully “on” with an input drive
that minimizes its “on”-voltage drop, or fully “off” at zero current and
sustaining the supply voltage or some multiple of it.

The standard symbol for a MOSFET is shown in Figure 9.1a ; herein,
the simplified version shown in Figure 9.1b will be used.

The N-channel type (equivalent to a bipolar NPN type) is usually
fed from a positive supply voltage. The load impedance is normally
connected between the positive supply terminal and the drain. Cur-
rent, controlled by a positive gate-to-source voltage, flows from the
positive rail through the load impedance into the drain, and returns
from the MOSFET source to the negative supply terminal (Figure 9.2a ).

Most power MOSFETs are N-channel types. There are two fur-
ther distinct types—either enhancement or depletion types. In the
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FIGURE 9.1 (a ) Symbol for an N-type MOSFET. The diode is inherent in its
structure and has forward current, and reverse voltage ratings close to those
of the MOSFET. (b) The simplified N-type MOSFET symbol used herein. The
three MOSFET terminals are called the drain, gate, and source, corresponding
to the collector, base, and emitter of a bipolar transistor. Just like bipolars,
MOSFETs are available for operation from either positive or negative power
supply buses.

enhancement N-channel type, drain-to-source current is zero at zero
gate-to-source voltage. It requires a positive gate-to-source voltage to
turn “on” drain-to-source current.

In the depletion N-channel type, drain-to-source current is non-
zero and often maximum at zero gate-to-source voltage. It requires a

FIGURE 9.2 (a ) A drain-loaded N-type MOSFET. (b) A drain-loaded P-type
MOSFET. In a P-channel type (equivalent to a bipolar PNP type), current
flow is controlled by a negative gate-to-source voltage and flows into the
MOSFET source from the positive rail, out through the drain, and then
through the load impedance to the negative rail.
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negative gate-to-source voltage to turn “off” drain current. Depletion-
type MOSFETs are not used for power transistors, and now are rarely
used even in low-current single MOSFET applications. They still have
applications for protecting (clamping to ground) the sensitive input
ports of critical equipment when the power is “off.”

9.2.1 Typical Drain Current vs.
Drain-to-Source Voltage Characteristics
(Id — Vds) for a FET Device

In Figure 9.3a, we see the Id − Vds characteristics of a typical 7-A,
450-V device (Motorola MTM7N45). They correspond to the Ic − Vce
curves of a bipolar transistor (see Figure 8.1). Note that drain current
is turned “on” by a positive gate-to-source voltage. This can be seen
more clearly in the “transfer” characteristics of Figure 9.3b, which
shows drain current versus gate-to-source voltage.

The transfer characteristics show some of the advantages of the
MOSFET over the bipolar transistor. Note in Figure 9.3b that drain
current does not begin to turn “on” until the gate-to-source voltage
reaches about 2.5 V. As a result, positive noise pickup spikes at the
gate terminal cannot falsely turn drain current “on” until the 2.5-V
threshold is reached. In bipolar transistors, the diode-like base-to-
emitter input voltage characteristic permits false collector current to
flow with noise voltage spikes as low as 0.6 V or even lower at tem-
peratures above 25◦C.

After Pressman Although it is true that the noise voltage threshold for
FET-like devices is much higher than for bipolar devices, the gate input
impedance is much higher, which makes the FET more vulnerable to ca-
pacitively injected noise signals. Hence good attention to layout and noise
rejection is essential. To reduce noise pickup and parasitic oscillation, FETs
will normally have a series resistor in the gate feed near the device termi-
nal. In high voltage, high power FET applications, a negative bias of a few
volts is often applied to the gate during the “off” period. This is particularly
important in IGBT applications to prevent “latch up.” (See Section 9.3.)
∼K.B.

9.2.2 “On” State Resistance rds (on)

Note in Figure 9.3a , drain current characteristics have a “knee” some-
what like the bipolar transistor knee. Beyond the knee, drain current
is constant over a large range of drain-to-source voltage and is deter-
mined only by the gate-to-source voltage. Below the knee, the Id − Vd
curves converge asymptotically to a constant slope. The slope of that
asymptote (dV/dI) is referred to as rds.
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FIGURE 9.3 (a ) The Id − Vds characteristics of the MTM7N45—a typical 7-A,
450-V MOSFET. (b) The Id − Vgs or “transfer” characteristics of the
MTM7N45. (c, d) Id − Vd and transfer characteristics of the MTM15N40.
(Courtesy of Motorola Inc.)
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FIGURE 9.3 Continued.

It is seen in Figure 9.3a that a gate-to-source voltage of 10 V is
sufficient to drive the drain-to-source voltage down to the intersection
of a load line with the rds slope (point P1). Higher gate voltages will
not decrease the “on” Vds significantly unless the operating point is
close to the maximum-rated current where the Id − Vd curve bends
away from the rds slope.

Thus, in contrast to the bipolar transistor, in which the collector-
to-emitter “on” voltage is about 0.3 to 0.5 V over a very large range
of collector currents, the MOSFET drain “on” potential is equal to
Ids Rds. Generally, to have an “on” Vds voltage of about 1 V at a current
Id , a MOSFET with a maximum continuous current rating of about
3Id to 5Id should be selected because rds is inversely proportional to
maximum current rating.
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This can be seen in Figure 9.3a for the 7-A MTM7N45 (rds = 0.8 �).
If it were to be used at 7 A, with a gate-to-source voltage Vgs of 10 V, Vds
is 7 V. This would yield an unacceptable 49 W of dissipation during
the “on” time. The MTM15N40—a 15-A, 400-V Motorola device
(rds = 0.4 �)—is shown in Figure 9.3c and 9.3d. There it is seen that
at Vgs of 10 V and 7 A, its Vds is still about 2.5 V.

It is customary to keep bipolar Vce “on” voltages at 1 V or less to
keep total dissipation low. With a bipolar, the “on” dissipation (Ic Vce)
may be only half to a third of the total—the balance being the overlap
or AC switching dissipation. But MOSFETs generally can be operated
with an “on” Vds of up to 2 or 3 V. Drain current turn “off” time is so
fast than the dissipation due to the overlap of falling current and rising
voltage is generally negligible. Total dissipation is thus IdsVds(ton/T)
dissipation alone.

9.2.3 MOSFET Input Impedance Miller Effect
and Required Gate Currents

The MOSFET DC input impedance is extremely high. At Vgs of 10 V,
the gate draws only nanoamperes of current. Thus once the gate has
been driven up to, say the 10 V “on” level, the current it draws is
negligible.

However, there is considerable capacitance between the gate and
source terminals. This requires relatively large short-lived transient
currents to drive the gate voltage up and down by the 10 V required
to switch drain current “on” and “off” with the required speed. The
required gate drive currents are calculated as follows (Figure 9.4).

After Pressman The Miller effect has a major influence on the perfor-
mance of high voltage, high power FETs and IGBTs. The internal inter-
electrode capacitances of the gate-to-source and gate-to-drain parasitic
elements are similar. However, the gate-to-drain capacitance (shown as C2 in
Figure 9.4) has a much more significant effect as follows: As the device turns
“on,” the drain voltage decreases in response to current flowing into the gate
capacitance (C1). The reduction in voltage on the drain pulls current through
C2 and robs gate drive current from the drive circuit that was intended to
charge up C1. The faster the drain voltage falls, the more aggressive is the
current robbing effect from C2. In effect, the input impedance of the gate
becomes very low at the turn “on” threshold voltage (typically about 5 V).
This is seen as a marked plateau on the gate drive voltage waveform at this
transition voltage.

The internal structure of the gate limits the maximum gate current, so the
Miller effect is the major cause of turn “on” delay in power FETs, particularly
in high voltage applications. High voltage IGBTs have much lower parasitic
gate capacitances so the Miller problem is much less severe. ∼K.B.
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FIGURE 9.4 C1 and C2 simulate the internal parasitic capacitances of the
power MOSFET. The gate driver must supply I1 to C1 and I2 to C2. Because
of the Miller effect, I2 is typically much greater than I1 (It may be as much as
10 times larger than I1).

In Figure 9.4, the current Ig required to drive the gate to 10 V above
ground consists of the two currents I1 and I2. Two internal parasitic
capacitors, C1 and C2, must be charged. C1 is the capacitance from
gate to source and is referred to in the data sheets as “Ciss,” the input
capacitance. Capacitance C2 is the capacitance from gate to drain and is
referred to in the data sheets as “Crss,” the reverse-transfer capacitance.

To drive the gate up to the 10-V “on” voltage in a time tr , the required
current I1 is

I1 = C1dV
dt

= C1 × 10
tr

(9.1)

However, in driving the gate up 10 V, the drain turns “on” and drops
from the supply voltage Vdc (Figure 2.10) to the Vds “on” voltage, which
for simplicity will be taken as common return. Thus, as the top end of
C2 moves down Vdc volts, its bottom end moves up 10 V. The current
required to achieve this is

I2 = C2
dV
dt

= C2 (Vdc + 10)
dt

(9.2)

It is revealing to calculate these currents in a typical case. Assume
an off-line forward converter operating from a nominal 115-V-AC line
with ± 10% tolerance. The maximum rectified DC voltage is 1.1 ×
115 × 1.14 = 178 V. Assume an MTM7N45 whose C1 is 1800 pF and
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whose C2 is 150 pF. From Eq. 9.12, for a gate rise time of 50 ns, we
obtain

I1 = 1800 × 10−12 × 10
50 × 10−9

= 360 mA

and from Eq. 9.2

I2 = (150 × 10−12)(178 + 10)
50 × 10−9

= 564 mA

The total current required from the gate driving source is Ig =
I1 + I2 = (0.36 + 0.564) = 0.924 A. Thus, the smaller capacitor C2
requires about 50% more current than does C1. This is the well-known
Miller effect, which multiplies the input-to-output capacitance by the
voltage gain from input to output. A similar calculation shows the
current required to move the gate voltage down 10 V is the same
0.924 A.

Generally, the effective input capacitance of low voltage MOSFETs
is lower than that of high voltage devices. The input capacitance Ciss
is higher and the reverse-transfer capacitance Crss is lower than those
for higher voltage devices. More importantly, there is less Miller effect
multiplication of Crss because the supply voltage and resulting voltage
change across Crss are lower.

Now consider an MTH15N20—a 15-A, 200-V device. Assume that it
operates from a nominal 48-V telephone industry supply in which the
minimum and maximum voltages are usually assumed to be 38 and
60 V, respectively.

The device capacitances are Ciss = 2000 pF and Crss = 200 pF. Total
effective input capacitance, assuming turn “on” from a supply voltage
of 60 V, is

Cin = Ciss +
(

70
10

)
Crss = 2000 + 7 × 200 = 3400 pF

and to charge the effective input capacitance by 10 V in the same 50 ns
requires a gate input current of

Ig = Cin dv/dt = 3400 × 10−12(10/50 × 10−9) = 0.68 A

Although the current is quite large it does not represent much power
because the time is short (50 ns, or whatever gate rise time tr is desired).
However, the pulse current is a problem for the drive circuit and may
exceed the specified maximum gate drive current of some devices.
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9.2.4 Calculating the Gate Voltage Rise and
Fall Times for a Desired Drain Current
Rise and Fall Time

Although fast switching times are an advantage in reducing switch-
ing loss, excessively short drain current rise and fall times are un-
desirable as they cause large L di/dt spikes on ground buses and
supply rails, and the accompanying short drain voltage rise and fall
times cause large C dV/dt current spikes into adjacent wires or nodes.
Some large devices have specified limits on drain current di/dt and
drain voltage dV/dt. Exceeding these values with IGBT devices may
“lock up” the device so it cannot be turned “off” by reducing the gate
voltage.

The question thus arises as to what gate voltage rise time is re-
quired to yield a desired rate of change of drain current within the
specified maximum value. This can be seen from the transfer charac-
teristics shown in Figure 9.3b and 9.3d. Drain current switching time
in a MOSFET between zero and Id is just the time required for the gate
voltage to move from the threshold to VgI in Figure 9.3b. The time for
the gate voltage to move from ground to the threshold of about 2.5 V
is simply a delay time. Drain current turn “on” time is not accelerated
by overdriving the input terminal in the same way as it is with bipolar
transistors (Section 8.2 text and Figure 8.2b).

After Pressman Driving the gate from a relatively high voltage, low
resistance source will reduce the turn “on” delay time, and the larger gate
current will speed up lags due to the Miller effect in both the drain current and
voltage. However, most devices have maximum limits on drain di/dt and
dV/dt, and care is required so as not to exceed these limits. If higher drive
voltages are used then clamp diodes are required to prevent gate voltages
exceeding the maximum gate voltage. To prevent high frequency parasitic
oscillation, manufacturers recommend that the clamp diodes or zener diodes
be fitted on the input end of the gate feed resistor away from the device gate
terminal, and that the gate feed resistor be fitted near the gate terminal. The
manufacturer normally specifies the minimum gate feed resistance, typically
in the range 5 to 50 ohms. ∼K.B.

MOSFETs, being minority (electron) carrier devices, have negligible
storage time. There is a turn “off” delay time corresponding to the time
required for the gate voltage to fall from its uppermost level of about
10 V to the pinch-off level VgI in Figure 9.3b, which corresponds to the
current Id . Once the gate voltage has fallen to VgI , the drain current
fall time is the time required for the gate voltage to fall from VgI to
the threshold. An IGBT conducts a combination of minority carriers
and holes, and has significant storage time leading to a current tailing
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FIGURE 9.5 A 0- to 50-ns gate voltage rise time causing a 12.5-ns drain
current rise time. The first 2.5 V on the gate voltage rise time to the gate
threshold voltage is simply a delay time. At a gate voltage of about 5 to 7 V,
most of the drain current is already flowing.

effect. In modern devices, however, the tailing has been much reduced
and IGBTs now compare well with FETs.

We will now consider turning “on” an MTM7N45 to 2.5 A. If a 50-ns
gate rise time were used for the first 2.5 V, no drain current at all would
result (see Figure 9.3b). There would only be a delay equal to the time
required for the gate to rise the first 2.5 V, and by the time the gate
rose to about 5 V, most of the 2.5 A would have been turned “on.”

Then, for a 0- to 10-V gate rise time in 50 ns, the drain current
would rise from 0 to 2.5 A in about (2.5/10) 50 or 12.5 ns (Figure 9.5).
Thus, 10-V gate voltage transition times can be two to three times the
desired drain current transition times because of the narrow range of
gate voltage across which drain current changes. The gate currents
calculated above thus turn out to be only about one-half to one-third
the actual.

9.2.5 MOSFET Gate Drive Circuits
As described above, the gate drive circuit must be able to deliver a high
transient current in a positive direction to the gate of the FET to turn
drain current “on.” It must also be able to “sink” current to pull the
gate voltage in a negative direction to discharge the gate capacitance
and turn the drain current “off.”
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Most of the earlier PWM chips (e.g., SG1524 family) were unidirec-
tional; they could source but not sink fairly large currents, as can be
seen from the output stage circuit in Figure 9.6a .

The output stage of an SG1524-type PWM chip consists simply of a
transistor with “uncommitted” emitter and collector. When the tran-
sistor is turned “on,” it can sink 200 mA into its collector or source
200 mA out of its emitter. Most often, the power transistor must be
“on” when the chip’s output transistor is “on.” Thus for an N-type
MOSFET, its gate is driven from the emitter of the output stage as
shown in Figure 9.6b. When the emitter is used to source gate current,
it requires an external emitter resistor which can sink current from the
gate to pull it low and turn the MOSFET “off” when the driver tran-
sistor turns “off.” Such an emitter driving stage typically can source
200 mA of current to turn a MOSFET gate “on” relatively rapidly.

As mentioned in Section 9.2.2, it requires 0.924 A to drive the
MTM7N45 gate up 10 V in 50 ns. The 200 mA limit of SG1524 source
current can drive the gate up 10 V in (0.924/0.2) 50 = 231 ns. Also,
as mentioned in Section 9.2.3, because drain current rise time takes
place within the 2.5- to 5.0-V level of the gate voltage rise time, the
drain current rise time will be only (2.5/10) = 58 ns. The first 2.5 V of
gate rise time (until the threshold is reached) yields a further delay of
58 ns. Although this additional delay limits the maximum switching
frequency, it does not contribute to the switching losses.

In the circuit shown in Figure 9.6b, the gate voltage rise time is 231 ns
from 0 to 10 V, and this is fast enough. However, the gate voltage fall
time is determined by the emitter resistor Re and the gate input capaci-
tance, as there is no active discharge. When the base of the chip output
transistor goes low (internal to the chip), the emitter voltage is held
up by the large MOSFET input capacitance. This biases the chip out-
put transistor fully “off” and leaves only the external emitter resistor
to discharge the MOSFET input capacitance. That capacitance (Sec-
tion 9.2.2) is the input plus the Miller capacitance or 1800 + (180/10)
150 = 4500 pf, so even with a 200-� emitter resistor, the MOSFET gate
fall time is 3R1C = 3 × 200 × 45000 = 270 μs. This is impossibly long
if switching frequencies of over 100 kHz are to be achieved. Clearly,
driving MOSFET gates requires the use of bidirectional drive circuits
which can source and sink currents of 200 mA or more.

As the SG1524 PWM chip can only source or sink, but not both,
additional external buffer circuits are required. A simple, but in most
cases adequate, MOSFET gate driver can be formed from the NPN-
PNP emitter-follower totem pole circuit shown in Figure 8.17. Here Q2
and Q3 are low cost 2N2222A, 2N2907A transistors that are capable
of sourcing and sinking 800 mA with current rise times of about 60 ns.
The upper transistor of the totem pole can be eliminated by using
the PWM chip’s output transistor as a source current driver as shown
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FIGURE 9.6 (a ) The SG1524 PWM chip with its unidirectional output
transistors (pins 11, 12 and 13, 14). The output transistors can either source or
sink 200 mA, but not both. (b) The output transistor emitter driving the input
capacitance of a MOSFET gate. The 200-mA source current can drive the
MOSFET gate high in a positive direction rapidly, but only R1 pulls the gate
negative in a time 3R1 Cin. Part of the current must be used by R2, and is thus
not available to charge Cin. (c) An enhancement with a PNP emitter-follower,
used during turn “off” to provide a larger current sink without additional
loading to the drive IC. The full 200-mA chip output can be used to charge
Cin because resistor R2 can have a much higher value.
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FIGURE 9.7 (a ) Second-generation UC1525A PWM chip with totem-pole
outputs (outputs A and B) capable of sourcing and sinking higher gate drive
currents. (Courtesy of Unitrode Corp.) (b) Totem-pole outputs at A, B can drive
high input capacitance of MOSFETs either directly when gates are at same
DC voltage level as in a push-pull, or via a transformer when gates are at
different DC voltage levels as in a half or full bridge.

in Figure 9.6c at the cost of somewhat less source capability (200 mA).
Then the external 2N2222A can be used as the current sink. However,
in many instances this is adequate.

Second-generation PWM chips such as the Unitrode Corp. UC15243

have a built-in totem pole consisting of an NPN emitter-follower re-
sisting on top of an NPN inverter. These transistors can source and
sink over 200 mA. The emitter-follower and the inverter are driven
by 180◦ out-to-phase signals so that when either is “on,” the other is
“off” as shown in Figure 9.7a . By using a transformer with two iso-
lated secondaries as in Figure 9.7b, the top and bottom transistors of
a half or full bridge, which are at different DC voltage levels, can be
driven simultaneously. Similarly, the MOSFET gates which are at the
same DC voltage level in a push-pull circuit can also be driven in the
same way.
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FIGURE 9.7 Continued.

In Figure 9.7b, the transformer primary is connected between pins
11 and 14 of the PWM chip. During the “on” time in one half period,
when pin 11 is, say, positive with respect to pin 14 and is sourcing
200 mA, it is at about +(Vh − 2) V with respect to ground and pin
14 is at about +2 V with respect to ground. In the next half period,
the polarity across pins 11, 14 reverses for the “on” time in that half
period. During the dead time within either half period, pins 11, 14 are
both short-circuited to ground. Thus for ±10 V across the primary, the
supply voltage Vh should be about 14 V.
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9.2.6 MOSFET Rds Temperature
Characteristics and Safe Operating
Area Limits4,5

The most common failure mode in bipolar transistors—secondary
breakdown—comes about because their “on” state voltage Vce(sat)
decreases with temperature. This imposes limits (RBSOA curve of
Figure 8.4) that the Ic − Vce trajectory may not cross during the turn
“off” transition. Manufacturers state that only a single crossing of this
limit curve may cause a bipolar to fail in the secondary breakdown
mode.

Because their “on”-voltage drop and rds increase with temperature
however, MOSFETs do not suffer from secondary breakdown and con-
sequently have a much larger switching SOA as shown in Figure 9.8.
This is the boundary that, if crossed for over 1 μs during either the
turn “on” or turn “off” trajectory, may damage or destroy the transis-
tor. The boundary limits are the maximum pulsed current (Idm,pulsed)
and maximum drain-to-source Vdss voltage ratings for device.

An explanation of why the negative temperature coefficient of Vce
causes secondary breakdown in the bipolar, and the Vds positive

FIGURE 9.8 Reverse-biased safe operating area of 4-A, 400-V MOSFET. This
area is far larger than that for a 4-A, 400-V bipolar transistor. For the
MOSFET, it is a rectangle bounded on one side by Idm (maximum pulsed
current rating) which is two to three times Id (maximum continuous current
rating), and on the other by Vdss, the maximum drain-to-source voltage
rating. The switching safe operating area is the area that the load line may
traverse without incurring damage to the device. The fundamental limits are
the maximum rated peak drain current Idm, the minimum drain-to-source
breakdown voltage V(br)dss, and the maximum rated junction temperature.
The boundaries are applicable to both turn “on” and turn “off” of the
devices for rise and fall times of less than 1μs. (Courtesy of Motorola Inc.)
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temperature coefficient prevents it in the MOSFET, is as follows.
Secondary breakdown in bipolars comes about because of local hot
spots on the chip. These hot spots are considerably hotter than the
average junction temperature as calculated from the chip’s junction-
to-case thermal resistance and total transistor dissipation, because
the calculation assumes a uniform distribution of current carriers
throughout the collector area. However, the process by which a bipolar
transistor turns “off” results in “current crowding” into an ever de-
creasing area of the chip. Since the current is not uniformly distributed
but is crowded into a small fraction of the collector area, that area runs
much hotter than the rest of the chip. Further, since the collector-to-
emitter resistance decreases with increasing temperature, any incipi-
ent local hot spot has slightly less resistance than its surrounding areas
and robs current carriers from adjacent areas. This results in a runaway
situation, as the hot spot gets even hotter, causing a further decrease
in resistance and robbing even more current from adjacent areas. This
process builds up rapidly until the local hot spot reaches a high current
density, and temperature sufficient (>200◦C) to cause failure.

MOSFETs do not have the same current crowding mechanism. Their
positive rds temperature coefficient tends to disperse and cool off in-
cipient local hot spots. If a point on the chip started operating at a
slightly higher current density than its neighbors, the temperature
would rise slightly. Because rds has a positive temperature, its resis-
tance would increase and it would shift some of its current carriers to
neighboring areas and cool down. The result is the much larger SOA
of Figure 9.8 for the MOSFET as compared to Figure 8.2 for the bipolar.

Curves showing the variation of rds with temperature and drain
current are seen in Figure 9.9 for a typical 15-A, 450-V MOSFET
(MTM15N45). The variation of rds with temperature is also dependent

FIGURE 9.9 Variation in rds(on) with drain current and temperature for the
MTM15N45. (Courtesy of Motorola Inc.)
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FIGURE 9.10 The influence of junction temperature on resistance varies
with breakdown voltage. (Courtesy of Motorola Inc.)

on the voltage rating of the MOSFET as shown in Figure 9.10. It is seen
there that higher voltage MOSFETs have larger rds temperature coef-
ficients than do lower voltage devices.

9.2.7 MOSFET Gate Threshold Voltage
and Temperature Characteristics4,5

The many MOSFET manufacturers specify the gate threshold voltage
Vgsth in different ways. Some specify it as the gate-to-source voltage
for which Ids equals 1 mA at Vds = Vgs. Others define it as the gate-
to-source voltage for which Ids = 0.25 mA at Vds = Vgs. There appears
to be a two-to-one production spread in Vgsth.

The gate threshold voltage Vgsth has a negative temperature coeffi-
cient; it falls about 5% for each 25◦C rise in temperature (Figure 9.11)

FIGURE 9.11 Gate threshold voltage variation with temperature. (Courtesy of
Motorola Inc.)
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FIGURE 9.12 Typical gate threshold voltage versus total gamma dose.
Under radiation, a negative gate bias is required to keep a MOSFET turned
“off.” Gate threshold voltage depends strongly on the type, intensity, and
duration or radiation. (Courtesy of Unitrode Corp.)

and quickly falls to zero in a radiation environment.6 A negative
gate-to-source voltage is required to keep the MOSFET “off” un-
der radiation. The transfer characteristic is strongly dependent on
type, duration, and intensity of radiation (Figure 9.12). Discussion of
MOSFETs in a radiation environment is beyond the scope of this text.

9.2.8 MOSFET Switching Speed and
Temperature Characteristics

MOSFET switching speed is essentially independent of temperature.
Drain current rise and fall times depend only on the time required for
the gate voltage to cross the narrow band between the gate thresh-
old voltage (Vgsth) and VgI in Figure 9.3b.This depends on the total
resistance of the gate drive circuit and the effective gate input ca-
pacitance. In many cases, the gate discharges via a discrete external
resistance which has low temperature coefficient.

Further, gate input capacitance is also independent of tempera-
ture. Turn “on” and turn “off” delays are somewhat temperature-
dependent. Turn “on” delay is the time for the gate voltage to rise
from 0 to the threshold voltage Vgsth. Since Vgsth falls 5% for each 25◦C
rise in temperature, turn “on” delay will decrease with temperature.



C h a p t e r 9 : M O S F E T a n d I G B T P o w e r T r a n s i s t o r s 477

Also since there is a two-to-one production spread in Vgsth, the turn
“on” delay will vary from device to device even when they are at the
same temperature. Note that devices with a large variation in Vgsth
may not have a large variation in turn “on” delay, which is the delay
to turn “on” a relatively large specific current. The lower tails of the
transfer characteristic can vary significantly without changing VgI —
the gate voltage for a given current I .

Turn “off” delay is the time required for the gate to fall from its usual
“on” voltage of 10 V to VgI (Figure 9.3b). Since gate threshold voltage
and transconductance vary with temperature, so will the turn “off”
delays. Turn “on” and turn “off” delays must be considered when
paralleling MOSFETs, to ensure current sharing for the full conduction
period.

9.2.9 MOSFET Current Ratings
For bipolar transistors, maximum output current is limited by the fact
that current gain falls drastically as output current rises. Very often,
unacceptably high base input currents are required as collector cur-
rent increases. This is shown in Figure 9.13 for the 2N6542—a typical
5-A, 400-V bipolar transistor. With MOSFETs, however, output-input
gain (transconductance or dIds/dVgs) does not decrease with output
current, as can be seen in Figure 9.14. Thus the only limitation on drain

FIGURE 9.13 Typical DC current gain for a bipolar transistor: that of the
2N6542/3. Gain of a bipolar transistor falls off with increasing output
current, but that of a MOSFET does not. Maximum current in a MOSFET is
limited only by junction temperature rise. (Courtesy of Motorola Inc.)
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FIGURE 9.14 Transconductance versus drain current of the IRF330. Gain of
a bipolar transistor falls off with increasing output current, but that of a
MOSFET does not. Maximum current in a MOSFET is limited only by
junction temperature rise and the manufacturer’s rating. Maximum
MOSFET junction temperature is 150◦C. Good standard design practice is to
de-rate this to 105◦C or at most to 125◦C. (Courtesy of International Rectifier.)

current is power dissipation, or maximum MOSFET junction temper-
ature and the manufacturer’s current rating based on construction
details. Manufacturers rate the current carrying capability of their de-
vices in terms of Id , the maximum continuous drain current.

Many MOSFET manufacturers specify maximum Id as that cur-
rent, which at the maximum Vds(on) voltage for that current, yields a
power dissipation at 100% duty cycle such that when multiplied by
the thermal resistance brings the MOSFET junction temperature to the
maximum of 150◦C when the transistor case is at 100◦C. Thus

dT = 50 = PDRth = Vds(on) Id Rth or Id = 50
Vds(on) Rth

in which Vds(on) is the maximum drain-to-source “on” voltage at 150◦C
and Rth is the thermal resistance from junction to case in degrees
Celsius per watt.

This Id rating is not a useful guide for selecting a MOSFET for a
given peak current in a switching supply application. In such usage,
duty cycle is never 100%. For reliability, it is desired to operate at junc-
tion temperatures de-rated to 125◦C, or the usual military-specified
105◦C. But it is a useful measure as it does show the relative current-
carrying capability of various MOSFETs when operated at 100% duty
cycle.
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Device Id A Vdss, V rdsΩ at 25◦C

MTH7N45 7 450 0.8

MTH13N45 13 450 0.4

TABLE 9.1 Motorola MOSFET Current, Voltage and
“On” State Resistance Ratings

As a general guide, there are two ways of selecting a MOSFET for
a specified output power in a switching supply. First, the equivalent
flat-topped primary current pulse Ipft is calculated for specified output
power and minimum DC input voltage. (This current is given in Eqs.
2.9, 2.28, 3.1 and 3.7 for the push-pull, forward converter, half and full
bridge, respectively.) Then for these currents, a MOSFET is chosen for
rds so that the “on” drain-to-source voltage Ipftrds is a small percentage
(usually no more than 2%) of the minimum supply voltage so as to
rob no more than 2% of the transformer’s minimum primary voltage.

In selecting a device with a desired rds, it should be recalled that
the data sheets typically give it at a case temperature of 25◦C. Also
noteworthy is the variation of rds with temperature and device voltage
rating as shown in Figures 9.9 and 9.10. Figure 9.10 shows that the rds
of a 400-V MOSFET at 100◦C is 1.6 times its value at 25◦C.

As a design example, consider a 150-W forward converter operating
from a nominal 115-V AC line. Assume that maximum and minimum
rectified DC voltages are 184 and 136 V, respectively. Peak flat-topped
pulse current from Eq. 2.28 is Ipft = 3.13(150/136) = 3.45 A. Then for
the MOSFET “on” voltage to be 2% of the minimum supply voltage,
Von = 0.02 × 136 = 2.72 = Ipftrds = 3.45rds or rds = 0.79 � at, say,
100◦C or 0.79/1.6 = 0.49 � at 25◦C.

Possible plastic-cased 450-V MOSFET choices from the Motorola
catalog are shown in Table 9.1.

The choice would be made on an engineering judgment of the rel-
ative importance of cost and performance. The 7-A MTH7N45 is not
quite good enough. It would have more than the sought “on” drop
of 2.72 V at 3.45 A. That in itself is not prohibitive; it would run at
a junction temperature somewhat higher than the MTH13N45. That
would have to be weighed against the higher cost of the MTH13N45.

An alternative way to select the MOSFET is to define a maximum
junction temperature for the required reliability, keeping in mind the
drop in reliability of typically 50% for each 10 degree rise. Say 100◦C
is chosen for the reliability we want. Then select a heat sink for a
reasonably low MOSFET junction-to-case temperature rise.

In this example, we will assume a reasonably low 5◦C junction-
to-case temperature rise. The temperature difference between the
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junction and the case dT = 5 = power dissipation × thermal resistance
(junction to case) and assuming that there are negligible AC switching
losses

dT = ( Irms)2(rds)Rth or rds = 5
( Irms)2 Rth

in which Irms is the rms current in the MOSFET.
For a forward converter with maximum “on” time per period of

0.8T/2, the rms current is Ip(
√

ton/T) = 0.632Ip For the preceding
design example of a 150-W forward converter with Ip of 3.45 A, we
obtain

rds = 5
(0.632Ip)2 Rth

and for the typical thermal resistance of 0.83◦C/W for MOSFETs of
this current and package size

rds = 5
(0.632 × 3.45)2 × 0.83

= 1.26 � at 100◦C

This is the rds at 100◦C junction temperature that causes a 5◦C junction-
to-case temperature differential with a 3.45-A peak current pulse at
0.4% duty cycle. The rds at 25◦C junction temperature is then 1.26/1.6
or .78 �. Thus, on the basis of a 5◦C junction-to-case temperature
differential, Table 9.1 shows that the MTH7N45 would be an ade-
quate choice. The MTH13N45 would be a better choice if its somewhat
higher cost were acceptable.

9.2.10 Paralleling MOSFETs7

In paralleling MOSFETs, two situations must be considered:
(1) whether the paralleled devices share current equally—in the static
case when they are fully “on” and (2) whether they share current
equally during the dynamic turn “on”–to–turn “off” transitions. Un-
equal static current sharing comes about because of unequal rds of
the paralleled devices. The lowest rds device draws the largest share
of the total current—just as with a group of paralleled discrete re-
sistors, the smallest resistor draws the most current. With paralleled
MOSFETs, in either the static or dynamic case, the concern is that if one
MOSFET hogs a disproportionate part of the current, it will run hotter.
In the long term, reliability will decrease, and in severe examples it
may fail after a short time.

Earlier it was pointed out that the absence of MOSFET secondary
breakdown results because of the positive temperature coefficient
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FIGURE 9.15 Variation in transconductance curves for 250 MTPBN2O
devices. For equal dynamic current sharing, MOSFET transconductance
curves must coincide. (Courtesy of Motorola Inc.)

of rds. Thus, if a small portion of the chip tends to hog a disproportion-
ate part of the total current, it runs hotter, its rds increases, and it shifts
off some of its current to some neighboring areas to equalize current
density. This mechanism also works to some extent with paralleled
discrete MOSFETs. By itself, however, it is not sufficient to minimize
the temperature of the hottest device. This is because the temperature
coefficient of rds is not very large and a large temperature differen-
tial between devices is required to shift off excess current. With a
large temperature differential, however, the hottest device is at a high
temperature, and this is exactly what reduces reliability and is to be
avoided. The mechanism does work well within a chip because all
elementary areas of the chip are thermally coupled. However, it does
not work so well if thermal coupling between the parallel MOSFETs
is poor, as with discrete MOSFETs that are physically separated on a
common heat sink, or worse, on separate heat sinks.

To improve static current sharing, discrete MOSFETs should be lo-
cated as close as possible on the same heat sink. Packages containing
multiple paralleled MOSFETs on a common substrate are currently
available from a number of manufacturers. As a last resort, if dis-
crete MOSFETs must be used, and close location on a common heat
sink does not suffice, matching the rds of paralleled devices will much
improve current sharing.
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FIGURE 9.16 To ensure equal dynamic current sharing in parallel MOSFETs,
circuit layout should be symmetrical. Thus AB = AC, GI = HI, DF = EF.

For equal dynamic current sharing, the transconductance curves
of paralleled devices must lie exactly on top of one another, that is,
they must be identical. This is shown in Figure 9.15. If all gates have
identical voltage at the same time and the transconductance curves are
superimposed, the drains will carry the same currents at that time, on
either turn “on” or turn “off.” It is not essential that the gate thresholds
match exactly. If n devices are to be paralleled for a total current of It ,
they should be matched as closely as possible for the same It/n at the
same gate voltage—even if there is a large mismatch in gate threshold
voltages.

Symmetrical circuit layout is also important for equal dynamic cur-
rent sharing (Figure 9.16). Lead lengths from the common output point
of the gate driver to the gate terminals should be equal. Lead lengths
from the source terminals of the MOSFETs to a common tie point
should be equal, and that common tie point should be brought as
directly as possible to a common tie point on the ground bus. That
ground bus tie point should be common (with as short a lead as pos-
sible) with the negative rail of the housekeeping supply. Finally, to
prevent oscillations with paralleled MOSFETs, resistors of 10 to 20 �

or ferrite beads should be placed in series with gate leads.
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9.2.11 MOSFETs in Push-Pull Topology
MOSFETs in the push-pull topology improve the transformer flux-
imbalance problem significantly. It will be recalled (Section 2.2.5) that
if the volt-second product applied to the transformer during “on”
half period is not equal to that in the next half period, the transformer
core moves off the center of its hysteresis loop. After a number of such
periods, the core saturates, cannot support the supply voltage, and the
transistors are destroyed. (This is referred to as “staircase saturation.”)

MOSFETs reduce the staircase saturation problem in two ways.
First, there is no storage time with MOSFETs and for equal gate “on”
times, drain voltage “on” times are always equal in alternate half pe-
riods. There is hence no inequality in volt-second product applied to
the transformer due to unequal transistor “on” times. In contrast, with
bipolars, the main reason for unequal volt-seconds on alternate half
periods is the inequality in storage times.

Also, the staircase saturation problem is reduced by the positive
temperature coefficient since rds acts in a negative-feedback way to
reduce flux imbalance. If there is a certain amount of flux imbalance,
the core walks partly up its hysteresis loop. This causes the magne-
tizing current and hence total current on one half period to be larger
than that on the alternate half period (Figure 2.4b and 2.4c). Now the
MOSFET with the larger peak current runs hotter and its rds increases,
increasing its “on” state voltage drop. This robs voltage from its half
primary, its volt-second product decreases, and the core moves back
down toward the center of its hysteresis loop.

Qualitatively, both these effects help to prevent a catastrophic flux
imbalance. But it is not easy or even feasible to demonstrate quanti-
tatively that it works at all power levels, at all temperatures, and for
all core materials. One solution to the flux-imbalance problems is to
use a current-mode topology (Section 2.2.8.5), but if for some reason
this is not desired, many designers have successfully used MOSFETs
in conventional push-pull circuits with acceptable flux imbalance up
to 150 W.

One final interesting drive scheme for MOSFETs in a push-pull
circuit is shown in Figure 9.17. This simple arrangement virtually
eliminates any residual flux imbalance due possibly to differences in
rds as follows. If there is an incipient flux imbalance, it manifests itself
by the current in one transistor being somewhat larger than the current
in the other (Figure 2.4b and 2.4c). The MOSFET with the higher peak
current has, for some reason, a larger volt-second product than the
other device. This is corrected as illustrated in Figure 9.17 by adding
a small, empirically selected resistor rb in series with the gate of the
MOSFET with the larger peak current. This integrates away some of
the front edge of its gate turn “on” pulse, narrows it, equalizes the
volt-second products on each side, and equalizes peak currents on
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FIGURE 9.17 A flux-imbalance correction method for a MOSFET push-pull
circuit. An empirically selected resistor, inserted in series with the gate of the
MOSFET that originally had the higher peak current, forces currents in Q1,
Q2 to be exactly equal. It does this by integrating away part of the front end
of the gate drive pulse and forces the volt-second product on each trans-
former half primary to be equal.

alternate periods. The main objection to the scheme is that if either
transistor is changed, a new “Select At Test” resistor must be chosen.
This may be unacceptable in the field where the proper test equipment
is not available. Also variations as parts age and with temperature
changes may result in drift away from ideal balance. Some (military)
programs do not permit empirical “Select At Test.”

After Pressman The designer should not forget that this problem is com-
pletely eliminated by using current-mode control. See Chapter 5. ∼K.B.

9.2.12 MOSFET Maximum Gate Voltage
Specifications

Most MOSFETs have a maximum gate-to-source voltage specification
of ±20 V. The gate is easily destroyed if that limit is exceeded. A
problem can arise with this limit when the device is turned “off.” When
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a MOSFET has a gate input resistor and is turned “off” rapidly in a
circuit with a large working voltage, the internal Miller capacitance
couples a voltage spike back to the gate. When added to the existing
gate voltage, this spike may overstress the gate.

Consider a forward converter operating from a nominal supply
voltage of 160 DC V (maximum of 186 V). When the MOSFET turns
“off” at maximum supply voltage, its drain goes to twice the supply
voltage or 372 V. A fraction of this positive-going front edge is coupled
back and voltage divided by Crss and Ciss. For the MTH7N45, Crss =
150 pF, Ciss = 1800 pF, so the voltage coupled back down to the gate
will be

372 × 150/(150 + 1800) = 29 V

This may damage the gate, as it exceeds the 20-V limit. The gate resis-
tor will decrease the amplitude but may still be close to the point of
causing a possible failure as line transients and the leakage inductance
spike have not yet been considered. Thus, good design practice is to
shunt the gate to source with a zener diode (18-V is a good choice).
Some manufacturers recommend that the clamp zener be fitted at the
drive input end of the series gate feed resistor, providing the recom-
mended resistor value is used—typically in the range 5 to 50 ohms.
Note that a high frequency oscillation may result from the capacitive
drain to gate feedback if higher value series resistors are used.

9.2.13 MOSFET Drain-to-Source
“Body” Diode

In the solid-state structure of a MOSFET, a parasitic “body” diode
is located inherently across the drain-source terminals as shown in
Figure 9.18.

The diode polarity is such as to prevent reverse voltage across the
MOSFET. The forward current handling capability and reverse volt-
age rating of the diode are similar to those of the MOSFET. Its reverse
recovery time is shorter than that of a conventional power rectifier
diode, but not as fast as discrete fast-recovery types. Manufactur-
ers’ data sheets show the diode reverse recovery times for specific
MOSFETs.

The diode is of no importance for most switching supply topologies
as the drain to source is never subjected to a reverse voltage (drain
negative with respect to source for an N-type MOSFET, positive with
respect to source for a P-type MOSFET). There are some exceptions—
specifically, the half or full bridge topologies of Figures 3.1 and 3.3. In
these circuits, there is normally a dead time between the time the diode
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FIGURE 9.18 Inherent body diodes in N- and P-type MOSFETs. In the
N-channel MOSFET, the diode prevents a negative drain-to-source voltage.
In the P-channel MOSFET, the diode prevents a positive drain-to-source
voltage.

conducts (when it is returning the energy stored in the transformer
leakage inductance to the supply line) and the time it is subjected
to reverse voltage. Because of this delay between forward current
and reverse voltage, the relatively poor reverse recovery time of the
MOSFET body diode is not harmful.

However, if a specific new circuit configuration requires reverse
voltage across the MOSFET, a blocking diode must be placed in series
with the drain. Various motor drive circuits or circuits with highly
inductive loads may have problems because of the body diode.8 High-
frequency resonant circuit topologies (Chapter 13) frequently must be
able to support reverse voltage immediately after carrying forward
current. When this is necessary, the circuit of Figure 9.19 is used. Diode
D1 prevents forward current from flowing through the MOSFET body
diode, and fast-reverse-recovery-time diode D2 carries the required
forward current.

After Pressman Modern devices manufactured from the mid-1990s and
onward have much better substrate diodes with fully specified forward and
reverse recovery characteristics. When such devices are used, the preceding
methods may no longer be necessary. ∼K.B.
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FIGURE 9.19 A scheme that will avoid energizing the MOSFET body diode,
when reverse current must be allowed to flow around a MOSFET. Db is the
internal substrate diode. A blocking diode D1 is added in series with the
drain to block reverse current. D2, a diode with better reverse recovery
characteristics, is shunted around D1 and the FET to provide for reverse
current flow.

9.3 Introduction to Insulated Gate
Bipolar Transistors (IGBTs)
The following section on IGBTs owes much to a paper by Jonathan
Dodge and John Hess of APT.10 However, any errors are entirely mine.
The data and graphs presented here are intended as a general guide
to IGBT performance and do not represent a particular device. For
design purposes always refer to the manufacturer’s data for the chosen
device.

In the mid-1980s, the Insulated Gate Bipolar Transistor (IGBT), a
combination of an easily driven MOSFET gate and low conduction
loss power bipolar transistor, started to become the device of choice for
high current and high voltage switching power supply applications.

The balance in tradeoffs among switching speed, conduction loss,
and ruggedness continues to be finely tuned so that IGBTs are en-
croaching upon the high frequency, high efficiency domain of power
MOSFETs. In fact, the future industry trend is for IGBTs to replace
power MOSFETs except in very low current applications.

To help circuit designers understand the tradeoffs in device selec-
tion, this section provides a relatively painless overview of IGBT tech-
nology, a walkthrough of IGBT datasheet information, and methods
of how to select an IGBT. This section is intentionally placed before
the technical discourse. Answers to the following set of critical ques-
tions will help determine which IGBT is appropriate for a particular
application.
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9.3.1 Selecting Suitable IGBTs
for Your Application

The designer should consider the following questions before selecting
a device:

1. What is the difference between non-punch-through (NPT) and
punch-through (PT) devices?
For a given VCE(on), PT IGBTs have higher speed switching ca-
pability with lower total switching energy. This is due to higher
gain and minority carrier lifetime reduction, which quenches
the tail current.
NPT IGBTs are slower but are more rugged, and typically, they
are short circuit rated, whereas PT devices often are not. NPT
IGBTs can absorb more avalanche energy than PT IGBTs. NPT
technology is more rugged due to the wider base and lower gain
of the PNP bipolar transistor.

2. What is the recommended maximum operating voltage?
The highest voltage the IGBT has to block should be no more
than 80% of the VCES rating.

3. Should I use a PT device or an NPT device in my application?
This depends on questions 4 and 5 (below) and if your applica-
tion is hard or soft switched. A PT device is better suited for fast
switching due to its reduced tail current and reduced switching
loss. An NPT device may also work quite well in your applica-
tion; it is more rugged but will have higher switching loss.

4. What is the desired switching speed for your application?
If your answer is “the higher, the better,” then a PT device is
the best choice. Again, the usable frequency versus collector
current graph in Figure 9.30 can help answer this question for
hard switching applications.

5. Is short circuit withstand capability required?
For applications such as motor drives, the answer is probably
yes, but the switching frequency tends to be relatively low. For
this application, the more rugged NPT device would be a better
choice. However, switch mode power supplies often do not re-
quire short circuit capability, so the faster PT device would be a
better choice there.

6. How do I select the current rating for the IGBT?
This depends on how much current will flow through the de-
vice in your application. For soft switching applications, the
IC2 rating could be used as a starting point. For hard switch-
ing applications, the usable frequency versus collector current
graph (Figure 9.30) is helpful in determining whether a device
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will fit the application. Any difference between datasheet test
conditions and the application conditions should be taken into
account.

9.3.2 IGBT Construction Overview
An N-channel IGBT is basically an N-channel power MOSFET con-
structed on a p-type substrate, as illustrated by the generic IGBT cross
section in Figure 9.20. Consequently, operation of an IGBT is very sim-
ilar to that of a power MOSFET. A positive voltage applied between
the emitter and gate terminals will cause electrons to be drawn to-
ward the gate terminal in the body region. If the gate-emitter voltage
is at or above what is called the threshold voltage, enough electrons
are drawn toward the gate to form a conductive channel across the
body region, allowing current to flow from the collector to the emitter.
(To be precise, it allows electrons to flow from the emitter to the col-
lector.) This flow of electrons draws positive ions, or holes, from the
p-type substrate into the drift region toward the emitter. This leads
to a couple of simplified equivalent circuits for an IGBT as shown
below.

The left circuit of Figure 9.21 shows an N-channel power MOSFET
directly driving a wide-base PNP bipolar transistor in a Darlington
configuration. The advantages are very clear. The FET provides the
normal high resistance gate input characteristic, and since the FET
part is quite small, the input capacitance will also be quite small. This
FET then drives the PNP power transistor with its low saturation
characteristic so the PNP part does the power handling work. The
result is a combination of the best properties of each type.

FIGURE 9.20 N-channel IGBT cross section (PT IGBTs have an additional
N+ layer as well, as will be explained later).
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Emitter
Emitter

Collector Collector

Gate Gate

FIGURE 9.21 IGBT simplified equivalent circuits.

9.3.2.1 Equivalent Circuits
The right side circuit shows a diode in series with the drain of an
N-channel power MOSFET. In this arrangement It would appear that
the “on” state voltage across the combination would be one diode drop
higher than it would be for the N-channel power MOSFET without the
diode. However, although it is true that the “on” state voltage across
the combined IGBT is always at least one diode drop, when compared
to a power MOSFET of the same die size, operating at the same tem-
perature and current, the combination IGBT can have significantly
lower “on” state voltage drop.

9.3.3 Performance Characteristics of IGBTs
A normal N-channel MOSFET is a majority carrier device so that only
electrons contribute to the current flow. In the IGBT combination, the
p-type substrate injects holes (minority carriers) into the drift region so
that current flow in the IGBT is composed of both electrons and holes.
This injection of holes significantly reduces the effective resistance in
the drift region, significantly increasing the conductivity. The reduc-
tion in “on” state voltage drop and the high gate resistance are the
main advantages of IGBTs over discrete power MOSFETs and power
bipolar transistors. However, nothing comes for free and the price
for lower “on” state voltage is slower switching speed due to higher
switching loss, especially at turn “off,” due to current tailing.

9.3.3.1 Turn “Off” Characteristics of IGBTs
During turn “off,” the electron flow can be stopped quite rapidly by
reducing the gate-emitter voltage below the threshold voltage, just as
it would be in a power MOSFET. However, the holes are left in the
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drift region, and the only way to remove them is by recombination
and voltage gradient drift. As a result the IGBT exhibits a tail current
during turn “off” until all the holes are swept out or recombined.

For many years this current tail current was the parameter that lim-
ited the IGBT to low frequency applications. However, the rate of re-
combination can be controlled by the addition of an N+ buffer layer as
shown in Figure 9.20. This buffer layer quickly absorbs trapped holes
during turn “off” and modern PT-type IGBTs now provide excellent
high frequency performance.

9.3.3.2 The Difference Between PT- and NPT-Type IGBTs
Not all IGBTs incorporate an N+ buffer layer; those that do are called
punch-through (PT), or asymmetrical IGBTs. Those without an N+ buffer
layer are called non-punch-through (NPT), or symmetrical IGBTs.

9.3.3.3 The Conduction of PT- and NPT-Type IGBTs
For a given switching speed, the NPT technology generally has higher
VCE(on) ratings than PT technology. This difference is magnified fur-
ther by the fact that VCE(on) increases with temperature for NPT, giving
a positive temperature coefficient, whereas it decreases with temper-
ature for PT devices, giving a negative temperature coefficient. How-
ever, for any IGBT, whether PT or NPT, there is a trade off between
switching loss and VCE(on). Higher speed IGBTs have a higher VCE(on);
lower speed IGBTs have a lower VCE(on). In fact, a very fast PT device
can have a higher VCE(on) than an NPT device of slower switching
speed.

9.3.3.4 The Link Between Ruggedness and Switching Loss
in PT- and NPT-Type IGBTs

For a given VCE(on), PT IGBTs have higher speed switching capability,
with lower total switching loss. This is due to higher gain and re-
duction in minority carrier lifetime, as a result of the N+ buffer layer
which quenches the tail current.

While NPT IGBTs are generally slower than PT devices, the NPT
type is typically short circuit rated, whereas PT devices often are not.
NPT IGBTs can absorb more avalanche energy and are more rugged
due to the wider base and lower gain of the PNP bipolar transistor.
This is the main advantage gained by trading off the higher switch-
ing speed of PT technology with the slower but more rugged NPT
technology.
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It is difficult to make a PT IGBT with a VCES rating greater than
600 V, whereas it is easily done with NPT technology. However, several
manufacturers now offer very fast 1200-V PT type IGBTs.

9.3.3.5 IGBT Latch-Up Possibilities
Latch-up is a failure mode in which the IGBT can no longer be turned
“off” by the gate. Latch-up can be induced in any IGBT through
misuse. Thus, the latch-up failure mechanism warrants some further
explanation.

In IGBTs, a price is paid for the lower “on” state voltage. In a poor
device design, there is a possibility of latch-up if the IGBT is operated
outside the datasheet ratings. The basic structure of an IGBT resembles
a thyristor, namely a PNPN series of junctions. A parasitic NPN bipo-
lar transistor exists within all N-channel power MOSFETS. The base
of this transistor is the body region, which is shorted to the emitter to
prevent the parasitic NPN transistor from turning “on.” However, the
body region has some resistance, called “body region spreading re-
sistance.” The P-type substrate, drift and body regions form the PNP
portion of the IGBT. This PNPN structure forms a parasitic thyristor.
As a result, if the parasitic NPN transistor ever turns “on” and the
sum of the gains of the NPN and PNP transistors are greater than one,
the parasitic thyristor turns “on” and latch-up occurs.

Normally, latch-up is avoided through good design of the IGBT. By
optimizing the doping levels and geometries of the various regions
(shown in Figure 9.20), the gains of the PNP and NPN transistors
are set so that their sum is less than one. However, as the temperature
increases, the PNP and NPN gains will increase, as will the body region
spreading resistance. Excessive localized heating of the die increases
the parasitic transistor gains so their sum exceeds one. Then high
collector current can cause sufficient voltage drop across the body
region to turn “on” the parasitic NPN transistor. If this happens, the
parasitic thyristor latches “on,” and the IGBT cannot be turned “off”
by the gate. This is static latch-up, and can result in destruction of the
IGBT due to over-current heating.

High dv/dt during turn “off,” combined with excessive collector
current, can also effectively increase gains and turn “on” the parasitic
NPN transistor. This is referred to as dynamic latch-up, and it is this
effect which actually limits the safe operating area, since it can happen
at a much lower collector current than static latch-up and depends
mainly on the turn “off” dv/dt.

The bottom line is that by staying within the maximum current
and safe operating area ratings, static and dynamic latch-up will be
avoided regardless of turn “off” dv/dt. Note that turn “on” and turn
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“off” dv/dt, overshoot, and excessive ringing can be caused by exter-
nal stray inductances in the circuit and gate resistor, as well as by poor
circuit layout.

9.3.3.6 Temperature Effects
In both PT and NPT IGBTs, the turn “on” switching speed and loss are
essentially unaffected by temperature. However, the reverse recovery
current in external diodes normally increases with temperature, so the
temperature effects of any external diodes in the power circuit can af-
fect IGBT circuit turn “on” loss. For NPT IGBTs, turn “off” speed and
switching loss remain relatively constant over the operating temper-
ature range. For PT IGBTs, turn “off” speed degrades and switching
loss consequently increases with temperature. However, in the PT de-
vice the switching loss is low to begin with, due to good tail current
quenching, so this effect is minimal.

9.3.4 Parallel Operation of IGBTs
As mentioned previously, NPT IGBTs typically have a positive tem-
perature coefficient, which makes them well suited for paralleling.
A positive temperature coefficient is desirable for paralleling devices
because a hot device will conduct less current than a cooler device, so
the parallel devices naturally tend to share current equally.

It is a common misconception that PT IGBTs cannot be paralleled
because of their negative temperature coefficient. In fact, as shown by
the following points, with some care they can be paralleled:

1. Their temperature coefficients tend to be almost zero, and in fact
they are sometimes even positive at higher currents.

2. Heat sharing through a common heat sink tends to force devices
to share current, because a hot device will heat its neighbors,
thus lowering their “on” state voltages.

3. Parameters that affect the temperature coefficient tend to be well
matched between devices.

For the power circuit designer, the selection of the appropriate
device, as well as predicting its performance in a particular appli-
cation, is essential for reliable design. Graphs are provided to enable
the designer to extrapolate from one set of operating conditions to
another. It should be noted that test results are very strongly circuit
dependent, especially with respect to stray collector inductance and
stray emitter inductance and also on gate drive circuit design and
layout. Different test circuits will yield different results.
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9.3.5 Specification Parameters and
Maximum Ratings

VCES – Collector-Emitter Sustaining Voltage This is the maximum
rating of voltage between the collector and emitter terminals with the
gate shorted to the emitter at nominal temperature. It is temperature
dependent and could actually be less than the VCES rating at high tem-
perature. See also the description of BVCES in Section 9.3.6.

VGE – Gate-Emitter Voltage VGE is the maximum continuous volt-
age rating between the gate and emitter terminals. The purpose of
this rating is to prevent breakdown of the gate oxide and to limit
short circuit current.

Normally, the actual gate oxide breakdown voltage is significantly
higher than the rating, but staying within this rating at all times en-
sures application reliability.

VGEM – Gate-Emitter Voltage Transient VGEM is the maximum
pulsed voltage between the gate and emitter terminals. The purpose
of this rating is to prevent breakdown of the gate oxide. Transients on
the gate can be induced not only by the applied gate drive signal, but
also more significantly, by stray inductance in the gate drive circuit as
well as Miller feedback through the gate-collector capacitance.

If you find there is more ringing in test on the gate than VGEM,
stray circuit inductances probably need to be reduced, and/or the
gate resistance should be increased to slow down the switching speed.
In addition to the power circuit layout, gate drive circuit layout is
critical in minimizing the effective gate drive loop area to reduce stray
inductances.

If a clamping zener is used, it is recommended to connect it be-
tween the gate driver and the gate resistor rather than directly to the
gate terminal. Negative gate drive is not essential, but may be used to
achieve the utmost in switching speed while avoiding dv/dt induced
turn “on.”

Continuous Collector Current Ratings IC1 and IC2 IC1 and IC2 are
ratings of the maximum continuous DC collector current, with the die
at 25◦C (IC1) and at maximum die temperature (IC2). They are based
on the case temperature, the continuous DC collector current, and the
junction to case thermal resistance. The limit depends on the inter-
nal dissipation that will just cause the die to heat up to its maximum
rated junction temperature. These ratings do not include any dissipa-
tion caused by switching loss.

Thermal De-Rating IC1 and IC2 must be de-rated for heat sink tem-
peratures above ambient. To assist designers in the selection of devices



C h a p t e r 9 : M O S F E T a n d I G B T P o w e r T r a n s i s t o r s 495

FIGURE 9.22 Typical thermal de-rating of maximum collector current. The
horizontal 100-amp limit is an internal connection-related limitation.

for a particular application, most manufacturers provide a graph of
maximum collector current versus case temperature.

As an example, Figure 9.22 shows a typical de-rating curve for a
100-Amp APT Power MOS 7 IGBT device. It indicates the maximum
theoretical continuous DC current that the device can carry, based on
the maximum junction to case thermal resistance and the heat sink (or
case) working temperature. Note that in this figure, the package leads
limit the current to 100 amps at low temperature, not the die tem-
perature. Since Figure 9.22 does not include switching loss, it serves
mainly to provide figures of merit for comparing devices, but it does
provide a good starting point for selecting a device. In a hard or soft
switching application, the device might safely carry more or less cur-
rent depending upon the following switching-related losses:

• Switching losses

• Duty cycle

• Switching frequency

• Switching speed

• Heat sinking capacity

• Thermal impedances and transients

One must not assume that the device can safely carry the same cur-
rent in a switch-mode power converter application as that indicated
in the simple IC1 or IC2 DC ratings, or as shown in Figure 9.22, because
the dissipation due to switching loss must be included.
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ICM – Pulsed Collector Current This rating indicates how much
pulsed current the device can handle. The pulse rating is significantly
higher than the continuous DC rating. The purposes for the ICM rating
are as follows:

a. To keep the IGBT operating in the “linear” region of its transfer
characteristic. See Figure 9.23. There is a maximum collector
current that an IGBT will conduct for a corresponding gate-
emitter voltage.

Note If the operating point at a given gate-emitter voltage goes above
the linear region “knee” as shown in Figure 9.23, any further increase
in collector current results in significant rise in collector-emitter volt-
age and consequent rise in conduction loss with possible device de-
struction. Hence, for typical gate drive voltages, the ICM rating is set
below the “knee.”

b. To prevent burnout or latch-up. Even if the pulse width is the-
oretically too short to overheat the die, significantly exceeding
the ICM rating can cause enough localized die feature heating to
result in a burnout site or latch-up.

c. To prevent overheating the die. The footnote “Repetitive rating:
Pulse width limited by maximum junction temperature” implies
that ICM is based on a thermal limitation depending on pulse
width. This is always true for two reasons:

1. There is some margin in the ICM rating to take into ac-
count for potential damage factors other than exceeding
maximum junction temperature.

BVCES

BVCES

VCE

BVCE1

BVCE2

BVCE3

BVCE4

ic

Linear
region

Increasing VCE

0
0

Active
region

FIGURE 9.23 IGBT transfer characteristic.
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2. No matter what the failure mechanism really is, overheat-
ing is almost always the observed end result anyway.

Regarding the thermal limitation on ICM, the temperature rise
depends upon several factors as follows:

• The pulse width

• The time between pulses

• The heat dissipation

• The voltage drop, VCE(on)

• The shape and magnitude of the current pulse

Simply staying within the ICM limit does not ensure that the maxi-
mum junction temperature will not be exceeded.

ILM RBSOA, FBSOA, and Switching Safe Operating Area (SSOA)
These ratings are all related. ILM is the clamped inductive load current
the device can safely switch in a snubberless hard switching applica-
tion. The circuit conditions for this rating are as specified by the man-
ufacturer. They include case temperature, gate resistance, and clamp
voltage. The ILM rating is limited by the turn “off” transient, given
that the gate was positive-biased and switches to zero or negative
bias. Hence the ILM rating and the Reverse Bias Safe Operating Area
(RBSOA) are similar. The ILM rating is a maximum current, while the
RBSOA boundary is a set of maximum currents specified voltages.

Switching safe operating area (SSOA) is simply RBSOA at the full
VCES voltage rating. Forward bias safe operating area (FBSOA), which
covers the turn “on” transient, is typically much higher than the
RBSOA, so it is not normally listed in IGBT datasheets. In terms of
IGBT reliability, the circuit designer does not need to worry about
snubbers, minimum gate resistance, or limits on dv/dt as long as the
above ratings are not exceeded.

EAS – Single Pulse Avalanche Energy Any device that is avalanche
energy rated should have an EAS rating. Avalanche energy rated is
synonymous with unclamped inductive switching (UIS) rated. EAS is
both thermally limited and defect limited and indicates how much
reverse avalanche energy the device can safely absorb with the case
at 25◦C and with the die at or below the maximum rated junction
temperature. In modern devices the cell structure mitigates the defect
limitation on EAS. On the other hand, a defect in a closed cell struc-
ture can cause the cell to latch-up under avalanche conditions. So do
not operate an IGBT intentionally in the avalanche region without
thorough testing.
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The EAS rating is equal to 1/2L I2
C , where L is the value of any external

inductor carrying a peak current IC .
For testing the EAS rating, inductor current is suddenly diverted

into the collector of the device under test. At that time, the inductor’s
voltage will exceed the breakdown voltage of the IGBT, and drive
it into the avalanche condition. The avalanche condition allows the
inductor current to flow through the IGBT, even though the IGBT is
in the fully “off” state.

Energy stored in the external test inductor is analogous to energy
stored in any circuit-related leakage and/or stray inductances and is
dissipated in the device under test. In an application, if ringing due to
leakage and stray inductances does not exceed the breakdown volt-
age, then the device will not avalanche and hence does not need to
dissipate avalanche energy. Avalanche energy rated devices offer a
safety margin between the voltage rating of the device and system
voltages, including transients.

PD – Total Power Dissipation This is a rating of the maximum power
that the IGBT device can dissipate and is based on the maximum
junction temperature and the thermal resistance from junction to case,
with the case maintained at a temperature of 25◦C (an infinite heat
sink).

PD = (TJ(max) − 25◦C)Rθ JC

TJ, TSTG – Operating and Storage Junction Temperature Range
This is the range of permissible storage and operating junction temper-
atures. The limits of this range are set to ensure a minimum acceptable
device service life. Operating within the limits can significantly en-
hance service life. As a “rule of thumb,” for thermally induced effects
every 10◦C reduction in the junction temperature below the upper
limit doubles the device life.

9.3.6 Static Electrical Characteristics
BVCES – Collector-Emitter Breakdown Voltage BVCES has a posi-
tive temperature coefficient, rising about 10% from 25◦C to 150◦C. At
a fixed leakage current, an IGBT can block more voltage when hot
than when cold.

RBVCES – Reverse Collector-Emitter Breakdown Voltage This is
the reverse collector-emitter breakdown voltage specification, i.e.
when the emitter voltage is positive with respect to the collector. In
IGBTs, RBVCES is not normally specified, since an IGBT is not designed
for reverse voltage blocking. A PT-type IGBT cannot block very much
reverse voltage due to the N+ buffer layer.
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VGE(th) – Gate Threshold Voltage This is the gate-source voltage at
which collector current begins to flow. Test conditions (collector cur-
rent, collector-emitter voltage, junction temperature) are also speci-
fied. All MOS gated devices exhibit variation in VGE(th) between de-
vices, which is normal. Therefore, a range of VGE(th) is specified, with
the minimum and maximum representing the edges of the VGE(th) dis-
tribution. VGE(th) has a negative temperature coefficient, meaning that
as the die heats up, the IGBT will turn “on” at a lower gate-emitter volt-
age. This temperature coefficient is typically about minus 12 mV/◦C,
the same as for a power MOSFET.

VCE(on) – Collector-Emitter “On” Voltage This is the collector-
emitter voltage across the IGBT at a specified collector current, gate-
emitter voltage, and junction temperature. Since VCE(on) is tempera-
ture dependent, it is specified both at room temperature and hot. Most
manufacturers provide graphs that show the relationship between
typical collector-emitter voltage and collector current, temperature,
and gate-emitter voltage. From these graphs, a circuit designer can
estimate conduction loss and the temperature coefficient of VCE(on).
Conduction power loss is VCE(on) times collector current IC . The tem-
perature coefficient is the slope of VCE(on) versus temperature. NPT
IGBTs have a positive temperature coefficient, meaning that as the
junction temperature increases, VCE(on) increases. PT IGBTs on the
other hand tend to have a slightly negative temperature coefficient.
For both types, the temperature coefficient tends to become more
positive with increasing collector current. As current increases, the
temperature coefficient of a PT IGBT can transition from negative to
positive.

ICES – Collector Cutoff Current This is the leakage current that
flows from collector to emitter when the device is “off,” at a speci-
fied collector-emitter and gate-emitter voltage. Since leakage current
increases with temperature, ICES is specified both at room temperature
and hot. Leakage power loss is ICES times the collector-emitter voltage.

IGES – Gate-Emitter Leakage Current This is the leakage current that
flows through the gate terminal at a specified gate-emitter voltage.

9.3.7 Dynamic Characteristics
Input, output, and reverse transfer capacitances are combinations of
the capacitances shown in Figure 9.24.

Cies – Input Capacitance Cies is the input capacitance measured be-
tween the gate and emitter terminals with the collector shorted to the
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FIGURE 9.24 Internal IGBT capacitances. This shows an equivalent IGBT
model that includes the capacitances between the terminals.

emitter for AC signals. Cies is made up of the gate to collector capac-
itance CGC in parallel with the gate to emitter capacitance CGE, so
Cies = CGE+ CGC.

The input capacitance must be charged to the threshold voltage be-
fore the device begins to turn “on,” and discharged to the plateau volt-
age before the device begins to turn “off.” Therefore, the impedance
of the drive circuitry and the value of Cies have a direct relationship
to turn “on” and turn “off” delays.

Coes – Output Capacitance Coes is the output capacitance measured
between the collector and emitter terminals with the gate shorted to
the emitter for AC voltages. Coes is made up of the collector to emitter
capacitance (CCE) in parallel with the gate to collector capacitance
(CGC), so Coes = CCE+ CGC.

For soft switching applications, Coes is important because it can af-
fect the resonance of the circuit.

Cres – Reverse Transfer Capacitance Cres is the reverse transfer ca-
pacitance measured between the collector and gate terminals with
the emitter connected to ground. The reverse transfer capacitance is
equal to the gate to collector capacitance, so Cres = CGC. The reverse
transfer capacitance, often referred to as the Miller capacitance, is one
of the major parameters affecting voltage rise and fall times during
switching.
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FIGURE 9.25 Reverse transfer capacitance (Cres) versus collector-emitter
voltage.

Figure 9.25 shows a typical example of Cres versus collector-emitter
voltage. The capacitances decrease over a range of increasing collector-
emitter voltages, especially the output and reverse transfer capaci-
tances. This variation is the basis for gate charge data.

VGEP – Plateau Voltage Figure 9.26 shows the gate-emitter voltage
as a function of gate charge. The method for measuring gate charge is
described in JEDEC standard 24-2. The gate plateau voltage VGEP is
defined as the gate-emitter voltage when the slope of the gate-emitter
voltage first reaches a minimum during the turn “on” switching tran-
sition for a constant gate current drive condition. In other words, it is
the gate-emitter voltage where the gate charge curve first straightens
out after the first inflection in the curve, as shown in Figure 9.26. Al-
ternatively, VGEP is the gate-emitter voltage at the last minimum slope
during the turn “off.” The plateau voltage increases with current but
not with temperature. Beware when replacing power MOSFETs with
IGBTs. A 10- or 12-V gate drive may work fine for a high voltage
power MOSFET, but depending upon its plateau voltage, an IGBT at
high current might switch surprisingly slowly or not completely dur-
ing turn “on,” unless the gate drive voltage is increased.

QGE, QGC, and QG – Gate Charge Referring to Figure 9.26, QGE
is the charge from the origin to the first inflection in the curve, QGC
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FIGURE 9.26 VGE as a function of gate charges QGE, QGC, and QG – gate
charge.

(also known as the “Miller” charge) is the charge from the first to sec-
ond inflections in the curve, and QG is the charge from the origin to
the point on the curve at which VGE equals the peak drive voltage.
Gate charge values vary with collector current and collector-emitter
voltage but not with temperature. Test conditions are specified, and
a graph of gate charge is typically included in the datasheet showing
gate charge curves for a fixed collector current and different collector-
emitter voltages. The gate charge values reflect charges stored on
the inter-terminal capacitances described earlier. Gate charge is of-
ten used for designing gate drive circuitry, since it takes into account
the changes in capacitance with changes in voltage during a switching
transient.

Switching Times and Energies In general, turn “on” speed and en-
ergy are relatively independent of temperature; they increase in speed
(decrease in energy) very slightly with increasing temperature. Exter-
nal diode reverse recovery current increases with temperature, result-
ing in the increase in Eon2 with temperature. Eon1 and Eon2 are defined
below. The turn “off” speed decreases with increasing temperature,
corresponding to an increase in turn “off” energy. Both turn “on” and
turn “off” switching speeds decrease with increasing gate resistance,
corresponding to an increase in switching energies. Switching energy
can be scaled directly for variation between application voltage and
the datasheet switching energy test voltage. If the datasheet tests were
done at 400 V, for example, and the application is at 300 V, simply
multiply the datasheet switching energy values by the ratio 300/400
to interpolate.
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Switching times and energies also vary strongly with stray induc-
tances in the circuit, including the gate drive circuit. In particular,
stray inductance in series with the emitter significantly affects switch-
ing times and energies. Therefore, switching time and energy values
given in a datasheet are representative only and may differ from ob-
served results in an actual power supply.

td(on) – Turn “on” Delay Time Turn “on” delay time is the time from
when the gate-emitter voltage rises past 10% of the drive voltage to
when the collector current rises past 10% of the specified current.

td(off) – Turn “off” Delay Time Turn “off” delay time is the time from
when the gate-emitter voltage drops below 90% of the drive voltage
to when the collector current drops below 90% of the specified current.

tr – Current Rise Time Current rise time is the time it takes for the
collector current to rise from 10% to 90% of that specified.

tf – Current Fall Time Current fall time is the time it takes for the
collector current to drop from 90% to 10% of that specified.

gfe – Forward Transconductance Forward transconductance is the
ratio of collector current to gate-emitter voltage. Forward transcon-
ductance varies with collector current, collector-emitter voltage, and
temperature. High transconductance leads to low plateau voltage and
fast current rise and fall times.

Both MOSFETS and IGBTs exhibit relatively high gain at high gate-
emitter voltages. However, unlike the MOSFET, the IGBT retains con-
trol of current even at high gate voltages and high currents as shown
in Figure 9.27.

In IGBTs, increasing the gate-emitter voltage increases the flow of
both electrons and holes, modulating the effective resistance of the
junction. This parameter provides a simple means for detecting and
protecting against a transient overcurrent condition well above the
intended working range.

Effective transient overload current protection can be implemented
by turning the drive to the IGBT “off” if a current stress drives the
device well above its intended working range. This is done by lim-
iting the maximum gate voltage and detecting when the collector to
emitter voltage starts to rise, due to the transient increase in collec-
tor current moving the IGBT into the intrinsic current limited region
shown in Figure 9.9. However, this method is not so effective with
power MOSFETs because the drain current is very insensitive to gate
voltage once the device is fully “on.”
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FIGURE 9.27 Typical collector current versus gate voltage overcurrent
protection.

9.3.8 Thermal and Mechanical Characteristics
RθJC – Junction to Case Thermal Resistance This is the thermal
resistance from the junction of the die to the outside of the device
case. Heat is the result of the total power lost in the device substrate,
and thermal resistance relates how hot the die gets based on this power

FIGURE 9.28 Thermal resistance model.
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loss. It is called thermal resistance because an electrical model is used
to predict temperature rise based on steady state power loss as shown
in Figure 9.28.

Device Power Loss (W) In Figure 9.28, power loss is modeled as cur-
rent flowing through a thermal resistance, resulting in a voltage rise.
This voltage rise is the analogue of temperature rise, and additional
resistors could be added in series to model case-to-sink and sink-to-
ambient thermal resistances. The temperatures at various physical
locations are analogous to the voltages at the same nodes in the ther-
mal resistance circuit model. Thus, on a steady-state basis, junction
temperature can be calculated as

TJ = TC + PLoss(Rθ JC)

Device power loss is the sum of averaged switching, conduction,
and leakage losses. Typically, leakage losses can be ignored. Since
case-to-sink and sink-to-ambient thermal resistances depend entirely
upon the application (thermal compounds, heat sink type, etc.), only
Rθ JC is specified in the datasheet. The thermal resistance from case-
to-free air typically includes the mounting hardware, and heat sink
properties must be included to get the total effective resistance Rθ JA
for temperature rise predictions. Ratings such as maximum continu-
ous DC current, total power dissipation, and frequency versus current
are based on a maximum Rθ JC. The maximum Rθ JC is used because it
incorporates margin to account for normal manufacturing variations
and to provide some application margin as well.

ZθJC – Junction to Case Thermal Impedance Thermal impedance is
the dynamic analogue of thermal resistance. Thermal impedance takes
into account the heat capacity (or specific heat) and mass of the ma-
terial used to form the substrate or die. It relates the temperature rise
of the die material itself to the instantaneous dissipation within the
die material. For longer periods more of the heat is conducted away
from the die, reducing the effective thermal impedance. This can be
seen in Figure 9.29. Thermal impedance can be used to estimate in-
stantaneous junction temperatures resulting from power loss, caused
by pulse loading conditions of various duty periods, or on a transient
basis.

Transient thermal impedance is determined by applying power
pulses to the device of various magnitudes and durations. The re-
sult is the transient impedance family of curves, an example of which
is shown in Figure 9.29. Note that the family of curves is based on
the maximum Rθ JC, which incorporates safety margin as discussed
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FIGURE 9.29 Typical junction to case thermal impedance.

previously. The method of calculating peak junction temperature is
shown in Figure 9.29. For nonrectangular power pulses, a pulse by
pulse linear approximation must be used.

In an inductive hard switching application, switching frequency
is limited by minimum and maximum pulse widths as well as con-
duction and switching losses. The pulse width limitation is due
to transient thermal response in the die. Back-to-back switching
transients do not allow the die time to cool between the large hard-
switching power loss spikes. Also, not allowing the switching tran-
sient to complete before switching the other way repetitively can over-
heat the die. Depending upon operating temperatures and transient
thermal impedance, the die junction may become overheated even if
the duty cycle is very small. The minimum duty cycle limitation is a
challenge for motor drives such as in an electric vehicle, in which an
exceptionally small duty cycle is required at very low power unless
the switching frequency is dropped into the audible range or some
type of pulse skipping scheme is implemented.

A parameter, developed from the above, that is more useful to the
designer is the relationship between the collector current and the max-
imum working frequency as shown in Figure 9.30.

The usable frequency versus current curve, shown in Figure 9.30, is
one of the more useful items in the datasheet. Even though it is limited
to certain conditions specified in the datasheet, in general it provides
a realistic indication of how the device will perform in a particular
application. The trend in the industry is towards using this parameter
as a figure of merit for comparing devices rather than relying so much
on IC1 and IC2 ratings.
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FIGURE 9.30 Typical maximum working frequency versus collector
current.

To arrive at a frequency limit based on minimum pulse width,
one major manufacturer (APT)10 defines the minimum limit on pulse
width such that the total switching time (the sum of turn “on” and
turn “off” switching times) must be no more than 5% of the switch-
ing period. This is a reasonable limitation in most cases that can be
verified by transient thermal analysis. The question is: what is the to-
tal switching time? It can be estimated by adding the turn “on” and
turn “off” current delay times and current rise and fall times, which
gives a good approximation of total switching time. The voltage fall
time during turn “on” is not accounted for, but this is relatively short.
The limitation on total switching time of 5% of the switching period
provides plenty of margin for this approximation. The frequency is
typically limited thermally except at very low current.

The Effect of Gate Source Resistance Switching loss is also a func-
tion of gate source resistance, as shown in Figure 9.31. Increasing re-
sistance slows down switching speed, as it takes longer to charge and
discharge the gate input capacitance, increasing the switching loss.

“On” state voltage temperature effects are shown in Figure 9.32.
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FIGURE 9.31 Typical switching loss versus gate source resistance.

FIGURE 9.32 Typical collector emitter voltage versus collector current.
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C H A P T E R 10
Magnetic-Amplifier

Postregulators

10.1 Introduction

TIP Although “magnetic amplifier” has become the term generally used for
this application, the action is more correctly that of a saturable reactor (or
magnetic switch). True magnetic amplifiers control large AC currents on a
main power winding with smaller currents on one or more control windings.
A very interesting range of magnetic amplifier devices were in common use
well before semiconductors were available. Unfortunately, a study of these is
outside the scope of this book. ∼K.B.

In Chapter 2, Sections 2.2.1 and 2.3.3, multiple output voltage push-
pull and forward converter topologies were discussed. As was de-
scribed, in either circuit, a feedback loop is usually closed around
a main or “master” (usually the highest current or 5-V) output. The
feedback loop keeps the master output constant against line or load
changes.

Additional secondaries on the power transformer yield “slave” out-
put voltages that are proportional to their respective numbers of turns.
These slaves operate in a semiregulated mode. The “on” time, or dura-
tion of conduction in such secondaries, is being defined by the master
feedback loop that is acting to keep the master output voltage con-
stant. Hence, the “on” time is largely independent of the slave output
currents and is inversely proportional to the DC supply voltage. As
a result the slave voltages are as well regulated against input line
changes as the master.

However, the slaves are not well regulated against load current
changes—either in the master or in themselves. Slave output voltage
change due to current changes in the master is referred to as cross
regulation, and may be as high as ±8% for the maximum specified
current change in the master.

511
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Slave output changes due to current change in themselves are con-
siderably less so long as the master or slave output inductor does not
enter discontinuous conduction (Section 2.2.4). If either the master or
an individual slave output inductor enters discontinuous mode by de-
creasing its output current, that slave DC output voltage may change
by up to 50%.

TIP Much better cross regulation and a wider current range can be obtained
by using a coupled output choke (a single common output choke with all
secondaries wound on a single core).17 ∼K.B.

If the inductances are chosen to be very large, they can be kept in
continuous mode for a wider current range, but this causes larger and
longer lasting output voltage transients in response to step output
current changes.

A final drawback to open-loop slave outputs is that their voltages
are not precisely controlled, and can be set only to within a few percent
of a specific value.

The preciseness of setting depends in part on the volts per turn of
the transformer core. Further, since both the primary and secondary
number of turns can be changed only by an integer, output voltage can
be changed only in coarse steps. From Faraday’s law, moreover, since
the volts per turn is directly proportional to switching frequency, the
coarseness of these steps increases with increasing frequency.

This type of multi-output supply with the master output well regu-
lated against line and load changes, but with slaves poorly regulated
against master or slave load current changes, is nevertheless widely
used.

Usually it is only the master—typically a 5-V output that feeds
crucial logic circuits—which must be well regulated against line and
load changes. Slaves usually feed motors on disk or tape drives, or
error amplifiers. Such loads often can tolerate a DC voltage which is
1 or 2 V off a specified nominal value. For motor drives, this changes
the motor acceleration times only slightly. For various linear circuits,
it changes internal dissipation only somewhat.

Yet there are numerous applications where the slave outputs must
be precisely set to a specified value, and must be well regulated (better
than 1%) against line and load changes. Typically, when slaves well
regulated against line and load changes are required, the solution is to
postregulate a semiregulated slave with either a linear regulator for
output currents under 1.5 A, or a buck regulator for higher output
currents.

These approaches have their merits and drawbacks, which are dis-
cussed below. A better solution for poorly regulated slaves is the
magnetic-amplifier postregulator.1,2 It uses an old basic technique,
but with a simpler circuit and better magnetic material, it made
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a dramatic reappearance in the mid-eighties and has rapidly been
adopted throughout the industry.

10.2 Linear and Buck Postregulators
A linear postregulator is the best approach for output currents up to
1.5 A, because of its low cost and acceptably low internal dissipation.

Inexpensive linear regulators with up to 1.5 A of output current are
available as integrated circuits in plastic TO220 packages. They require
no additional external components other than a small filter capacitor.

They are usually specified for a minimum input-output differential,
or headroom, of 2 or 3 V as discussed in Section 1.2.3. Thus, for 1.0 A of
output current with 3 V of headroom, the internal dissipation is 3.0 W.

They are also available as integrated circuits at much higher cur-
rents in metal TO66 or TO3 cases. However, they are not widely used
at currents above 1.0 A—not so much because of excessive junction
temperature, for that can be handled by heat-sinking—but rather be-
cause of the excessive dissipation and consequent inefficiency due to
the 3-V headroom requirement.

Integrated-circuit linear regulators with only 0.5- to 1.0-V headroom
(Section 1.2.5) are available, but these are considerably more expensive.

Postregulators for output currents above 1.5 A or so are most often
implemented as buck regulators. The slave output voltage is usually
set to a minimum of about 4 V above the desired output, which is then
bucked down (Section 1.3.1) to the desired output voltage.

This yields higher efficiency than a linear step-down regulator, but
it is more expensive, more complicated, and bigger. Further, the buck
transistor introduces an additional source of RFI, and may produce
beats against the main switching frequency if it is not synchronized,
causing problems in other parts of the frequency spectrum.

The magnetic-amplifier postregulator, discussed next, is a better
approach than a buck regulator at currents over 1.5 A, and is a credible
alternative even at lower currents.

10.3 Magnetic Amplifiers—Introduction
Referring to Figures 2.1 and 2.10, it is seen that the main output (Vom)
is controlled by adjusting the effective conduction period of D4 (or
more correctly the duty cycle) by adjusting the period that forward
voltage is applied to the secondary winding. The rectangular pulse
chain from D4 is averaged by the inductor and output capacitor and
provides a stabilized output voltage by closed loop control of the duty
cycle. However, the slave output voltages (Vos) are not well regulated.
This is because they are operated open-loop, and their duty cycle is
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that of the master, which is determined by the master feedback loop. If
each slave duty cycle were independently controlled through separate
feedback loops, they too could have constant output voltage.

The duty ratio of the slave secondary of a forward converter can
be controlled by a generic switch S1 as in Figure 10.1. Switch S1 is
shown in series between the slave secondary winding and the output
rectifying diode D1. By independently controlling the duty cycle of
the pulse chain applied to the slave LC filter, the slave DC output
voltage can be controlled. Notice S1 can only reduce the applied duty
period and hence can only reduce the output voltage. Therefore, the
secondary voltage for the slave output must be greater than otherwise
required under all conditions, and is reduced to the required output
by reducing the conduction period.

Assume that the conduction time at the slave secondary output
applied to S1 is th out of a period T as in Figure 10.1. The time th is set
by the main feedback loop to keep the main DC output voltage Vom
constant. Thus

Vom =
[

(Vdc − Vce)
Nsm

Np
− VD4

]
th
T

(10.1a)

Vom ≈
[

(Vdc − 1)
Nsm

Np
− 1

]
th
T

(10.1b)

Of this time th , assume that S1 is open and blocking the slave sec-
ondary voltage Vsp from getting through to D1 anode for a time tb
(Figure 10.1c), and that S1 is closed with zero resistance for a firing
time t f (Figure 10.1d). The slave DC output voltage is then

Vos = (Vsp − VD1)
t f

T
(10.2a)

Vos ≈ (Vsp − 1)
t f

T
(10.2b)

Now

t f + tb = th , or

t f = th − tb (10.3)

The slave output voltage will be kept constant, as indicated by
Eq. 10.2, by controlling t f . But the physical nature of the switch S1
is such that it is not t f directly that is controlled, but rather tb , the
blocking time.

Thus in Eq. 10.2a , if the peak secondary voltage Vsp = (Vdc −
VQ1) (Ns/Np) increases, because the supply Vdc increases, t f will be
decreased by increasing tb or by cutting away a larger piece of the
front end of the th pulse.
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FIGURE 10.1 Width modulation of a slave secondary pulse with a generic
switch S1. When the open and closed times of S1 are controlled by a separate
independent feedback loop, the slave output voltage is regulated
independent of the master.
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In this example, the switch S1 is to be a magnetic amplifier (or more
correctly a saturable reactor; see Ref. 1). It consists simply of a toroidal
magnetic core of square hysteresis loop material with a few turns of
wire. It works as follows.

10.3.1 Square Hysteresis Loop Magnetic Core
as a Fast Acting On/Off Switch with Electrically
Adjustable “On” and “Off” Times

Figure 10.2 shows the BH loop of a typical square hysteresis loop
material (Toshiba MB amorphous core material3). Other square-loop
materials usable in magnetic amplifiers will be discussed below.

FIGURE 10.2 Toshiba MB amorphous core, BH loop at 100 kHz. In
magnetic-amplifier operation, the core moves along a minor loop
01234567890. In going from 1 to 4, the core is on the steep part of the
hysteresis loop and the magnetic amplifier MA (see Figure 10.3) has high
impedance. At point 4, the core saturates and the MA has essentially zero
impedance. At the end of the Q1 “on” time (Figure 10.1), the core is reset to
B1. The time to move from B1 to +Bs is the switch-open time. The further
down B1 is pushed, the longer the blocking or switch-open time. The level to
which B1 is reset is determined by the current forced into the no-dot end of
MA by Q2 (Figure 10.3). That current is controlled by the error amplifier.
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TIP In Figure 10.2 the vertical scale is flux density B, which is a function
of the applied volt seconds per turn. The time it takes to saturate the core
(point 0 to 6) is a function of the voltage applied by the secondary winding,
the number of turns, and the area of the core. In SI units the time is

td = N�BAe

Vs

where td = delay time (microseconds)
N = turns

�B = change in flux density (tesla)
Ae = effective core area (mm2)
Vs = secondary voltage

With N, Ae, and Vs fixed, td is a function of �B only, and the delay to
saturation depends on where the core is on the B/H loop at the start of a pulse.

The horizontal scale is the magnetizing force H, which is proportional
to current. As the core moves from point 0 to point 7 on the vertical scale,
the change on the horizontal scale is very small, and the current change is
small. The switch is effectively “off.” But the change on the vertical scale is
proportional to delay time as shown by the equation above. When the core gets
to point 7, there is a rapid increase in the movement along the horizontal scale
from point 7 to point 5, say, which translates to a rapid increase in current as
the core saturates. Hence, the name saturating reactor. The switch is now
effectively “on.” This is explained further in Reference 16. ∼K.B.

The slope of the BH loop is its permeability μ = dB/dH. A coil
wound around the core has an impedance proportional to the core
permeability μ. So long as the core is on the vertical part of its hysteresis
loop, its permeability and hence the coil impedance is very high. It is
effectively a single-pole switch in the open position.

When the core is in saturation on the horizontal part of its hysteresis
loop (beyond point 4 in Figure 10.2), the BH loop is so square that the
slope dB/d H or permeability is unity. The coil impedance is thus the
very low impedance of an air core coil of an equal number of turns.
The coil is thus effectively a single-pole switch in the closed position.

Such a core with a few turns of wire constitutes the switch S1 of
Figure 10.1. It is shown in Figure 10.3 with an error amplifier and the
scheme for controlling the “on” and “off” times of the switch.

Throughout one switching cycle (t0 to t3 in Figure 10.4) the
core moves around a so-called minor hysteresis loop—the path
01234567890 shown in Figure 10.2. The blocking (tb) and firing (t f )
times of the magnetic core switch are controlled as follows. Assume
that at the start of a cycle (t0), the core has been pushed down to B1
on Figure 10.2. When Q1 turns “on,” a voltage Vsp ≈ (Vdc − 1)Nss/Np
appears across the slave secondary.
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FIGURE 10.3 Magnetic-amplifier regulation of a slave output. The switch S1
of Figure 10.1 is implemented with magnetic amplifier MA, shown as Nm in
the figure. The MA has high impedance as long as it is below saturation on
the steep part of its hysteresis loop. That high-impedance time is determined
by the applied forward volt seconds, and where the core is on the B/H loop
at the start of the forward pulse. This reset is determined by the amount of
reset current pushed into the no-dot end of MA during the Q1 “on” time.
The MA is simply a square hysteresis loop core with a few turns of wire.

FIGURE 10.4 Critical timing intervals for magnetic amplifier (Figure 10.3).
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Just prior to t0, D2 was conducting and its cathode was one diode
drop below ground. At t0, a voltage (Vsp + 1) appears across the mag-
netic amplifier MA and D1 in series, in the direction to drive the core
up toward saturation at point 4 (Figure 10.2).

Until the core gets up to point 4, only a very small “coercive” current
flows through MA and D1 into D2. This setting current is consider-
ably smaller than the free-wheeling current D2 is carrying. Thus the
D2 cathode voltage does not change substantially; it remains at one
diode drop below ground and the voltage Vsp is blocked from getting
through and raising the voltage at the front end of Ls .

Diode D1 carries the MA coercive current, and although it is much
smaller than the D2 current, assume that forward drops in D1 and
D2 are 1 V. The full Vsp voltage thus appears across MA, whose right-
hand end remains at ground. The MA is now in its blocking phase
and remains there for a time tb equal to the time required to move the
core up from B1 to saturation at Bs (point 4).

Once the core has reached saturation at point 4, the MA impedance
becomes negligible within a few nanoseconds and it cannot support
the voltage Vs . A large current flows from the top end of Nss into
D2 and unclamps it, and its cathode voltage rises to one diode drop
(D1) below Vsp and remains there for the duration of the Q1 “on”
time.

The time from the onset of saturation to the instant Q1 turns “off”
is the firing time t f . The LC output filter is thus presented with a
square pulse of amplitude (Vsp − VD1), duration t f , and duty cycle
t f/T . It averages this pulse to produce the slave DC output voltage of
(Vsp − VD1)t f/T .

Regulation against line and load variations is achieved by control-
ling the firing time t f . This is done indirectly by controlling the block-
ing time tb .

10.3.2 Blocking and Firing Times in
Magnetic-Amplifier Postregulators

Blocking time tb is calculated from Faraday’s law:

Vsp = Nm Ae
dB
dt

10−8

= Nm Ae
(Bs − B1)

tb
10−8

or tb = Nm Ae
(Bs − B1)

Vsp
10−8 (10.4)
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where Nm = number of turns on magnetic amplifier MA
Ae = MA core area, cm2

Bs = saturation flux density, G
B1 = starting point in flux density, G

Vsp = peak slave secondary voltage, V
tb = blocking time, s (Figure 10.4)

Note (from Eq. 10.2b)Vos = (Vsp − 1)t f /T and (from Eq. 10.3) t f =
th − tb .

If Vsp increases for any reason, Vos can be kept constant by decreas-
ing the firing time t f (Eq. 10.3), and from Eq. 10.2, t f can be decreased
by increasing tb . From Eq. 10.4, tb can be increased by decreasing B1,
that is, by pushing B1 further down on the hysteresis loop. Similarly,
if for some reason Vos decreases, t f must be increased by decreasing
the blocking time tb . This is accomplished by increasing the flux level
B1 so that less time is required for the voltage Vsp to drive the core up
into saturation.

10.3.3 Magnetic-Amplifier Core Resetting
and Voltage Regulation

Thus far only the transition of the core from its starting point B1 up
to saturation has been discussed. During t f , the MA impedance is es-
sentially zero and it delivers the characteristic ramp-on-a-step current
waveform that is applied to the output LC filter.

While Q1 is “off,” the core must be restored to the B1 level on the
hysteresis loop, which yields the correct blocking time on the next
switching cycle. If no current were delivered into MA in the reverse
direction (into its no-dot end) immediately after the end of the ramp-
on-a-step pulse, the MA core would return to +Bs at 0 Oe .

The core is reset to B1 by a current-reset technique in this example. In
magnetic-amplifier practice, cores are reset to the desired flux level by
either a voltage-reset or current-reset scheme. In voltage reset, the core
is reset to any desired flux level by applying the correct volt-second
product (Faraday’s law: dB = E dt/NA). In this particular circuit, the
core is reset more simply by current reset.

Line and load regulation are achieved, and current is reset to the
appropriate B1 by the voltage error amplifier, blocking diode D3, and
voltage-controlled current source Q2 of Figure 10.3. The core is reset
to that B1 level which yields a blocking tb , and hence firing time t f
that gives the desired DC output voltage.

Reset is accomplished by sourcing the appropriate DC current into
the no-dot end of MA, starting at the end of the Q1 “on” time.

When Q1 is “on,” D3 is reverse-biased and blocks Q2 from conduct-
ing and loading down the secondary. When Q1 turns “off,” the top
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end of Nss goes negative and current from the Q2 collector is driven
into the no-dot end of MA. The amount of this current is controlled by
the voltage error amplifier EA1 such as to make the fraction of the DC
output voltage sampled by the resistive divider equal to the reference
voltage.

If, for any reason, the DC output voltage goes up, t f must go down,
which means that tb must go up. Thus, the error-amplifier output goes
down and the Q2 collector current goes up, pushing more reset current
into the no-dot end of MA. This pushes the initial flux level B1 down
and, by Eq. 10.4, increases tb , thus decreasing t f and bringing the DC
output voltage back down.

Similarly, of course, a decrease in Vos causes an increase in error-
amplifier output voltage and a decrease in Q2 reset current. As B1 flux
level rises, tb decreases, t f increases, and Vos is brought back up.

This action occurs over a number of switching cycles, and is accom-
plished in a time that is dependent on the error-amplifier bandwidth.

TIP It is noteworthy that this simplified circuit does not take into account
for a practical concern: When D3 blocks the Q2 collector current, Q2 emitter
current and base currents immediately become equal. Since the error amplifier
supplies the base current, but cannot support the normal emitter current, the
internal circuits of the error amplifier will saturate. While most opamps are
not damaged in this situation, it is nonetheless an undesirable operation, and
the circuit would need to be refined to prevent it. ∼T.M.

Stabilization of this negative-feedback loop will not be considered
here. It is treated by C. Jamerson4 and C. Mullett.2

10.3.4 Slave Output Voltage Shutdown
with Magnetic Amplifiers

In the preceding sections, the magnetic amplifier was presented only
as a means of voltage regulating the slave output voltage. That was
done by controlling the flux level B1 to which the core is reset at the end
of the power transistor “on” time. The further down B1 was pushed,
the longer the blocking time tb , the shorter the firing time t f , and the
lower the DC output voltage were.

The magnetic amplifier can also be used to shut down the DC output
voltage completely. This is done by pushing the initial flux level +B1
down to −Bs . Blocking time, from Eq. 10.4, is tb = Nm Ae (2Bs)10−8/Vsp.
The core area Ae and Nm are chosen so that this blocking time is greater
than the maximum Q1 “on” time.

Flux level B1 can be brought down to −Bs in a number of dif-
ferent ways, by forcing the Q2 current to be sufficiently large. The
error-amplifier output can be overridden by forcing it down with a
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sufficiently low-impedance, low-voltage source, or if an isolating re-
sistor is connected between Vref and the error-amplifier input terminal,
the terminal can be short-circuited to ground.

It should be noted that if the magnetic-amplifier core is used only
for voltage regulation (as it generally is), it moves around a minor
hysteresis loop as in Figure 10.2. The area of this loop may be a small
fraction of the total hysteresis loop area—depending on the minimum
B1 flux level, which is dependent on the maximum and minimum
supply voltage and load current specifications.

Generally, for a voltage-regulation-only design, the minor loop area
will be about one-fourth the total hysteresis loop area. Since core losses
are proportional to the area of the hysteresis loop traversed, ordinarily
this will result in relatively low core dissipation and temperature rise.

However, if the design includes shutting the slave voltage down
completely to zero, and the core flux excursion covers the full area
of the major hysteresis loop from +Bs to −Bs , higher core losses and
temperature rise will result. Losses and core temperature rise should
thus be calculated from the manufacturer’s curves of core loss versus
total flux excursion. This will be demonstrated below.

Note also that in Figure 10.3, supply voltage for the error amplifier
and Q2 is the slave output voltage itself. If it is desired to shut the
slave output down completely to zero, supply voltage for the error
amplifier and Q2 will have to be taken from a source which is always
present—possibly another slave output.

TIP The magnetic amplifier can control the duty cycle (or “on” period)
by delaying the time to conduction on the leading edge as described above,
or by turning “off” before the end of a conducting period thus acting on
the trailing edge. These are referred to as set or reset types. The set type, as
described above, requires one of various types of high permeability metallic
core. These cores have high core loss at high frequency. The second, reset type
can use low loss ferrite cores that are more suitable in very high frequency
applications.16 ∼K.B.

10.3.5 Square Hysteresis Loop Core
Characteristics and Sources

When interest in magnetic amplifiers resumed in the 1970s, only a
few materials with the required characteristics for an efficient high-
frequency set type magnetic amplifier were available.

For many years cold rolled, grain orientated, high permeability
materials were made for pulse transformers and similar applica-
tions. Typically these materials have high nickel content, and a good
example is an alloy of 79% nickel, 17% iron, and 4% molybdenum.
This material is available from various manufacturers under their
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particular brand names. Magnetics Inc. of Butler, Pennsylvania3 is
the foremost American supplier and has the largest range of avail-
able core sizes and iron areas. It calls its material Square Permalloy
80. Other manufacturers’ brand names for similar materials are 4-79
Moly-permalloy, Square Mu 79, Square Permalloy, and Hy Ra 80.

Square Permalloy 80 is available from Magnetics Inc.5 in tapes of
various thicknesses wound on toroidal bobbins. Available tape thick-
nesses are 0.5, 1.0, 2.0, 4.0, 6.0, and 14.0 mils. Since the material is
electrically conductive, eddy currents contribute a large fraction of
the total losses, and at high frequencies, the thinner tapes must be
used to keep losses down.

Generally, 1-mil tape thickness is used up to a switching frequency
of 50 kHz, and 1/2-mil for frequencies of 50 to 100 kHz. Beyond 100 kHz,
the newer “amorphous” core materials, to be discussed below, are
used because of their lower losses.

The two characteristics required for an efficient, high-frequency
magnetic amplifier are a very square hysteresis loop, and low losses at
high peak flux density. The 1/2-mil tape is more expensive than 1-mil
tape and should be used only if low loss is more important than low
cost. If the design is only to provide voltage regulation by traversing
minor loops rather than the full major loop, the higher loss 1-mil tape
can be used even above 50 kHz.

The square hysteresis loop requirement is necessary for a very low
impedance in the saturated state. If the hysteresis loop is not suffi-
ciently square, its permeability dB/dH, as shown in Figure 10.2, is
appreciable in saturation and its impedance at the top of the loop is
significantly greater than that of an air core coil of an equal number
of turns.

Thus, in Figure 10.3, the voltage at the output of the MA is less
than Vsp during the firing time and the drop across MA depends on
the secondary current. Further, if the loop is not square, the transition
from high to low impedance may take a considerable time, prohibiting
its use at high frequencies.

Core losses in watts per pound as a function of peak flux den-
sity and operating frequency are shown in Figure 10.5a and 10.5b for
1- and 1/2-mil Square Permalloy tapes. Flux density on those curves is
half the peak-to-peak excursion. The Magnetics Inc. catalog does not
give the tape weight for each core, but this can be calculated from the
core area, mean path length, and material density of 8.75 g/cm3 that
are given in the catalogs.

Temperature rise of the outer surface of the case enclosing the
magnetic toroid can be estimated from the core losses, and thermal
resistance as read from Figure 7.4a or 7.4c. A reasonable estimate of the
temperature differential between the magnetic core itself and the outer
surface of the case is about 15◦C. A relatively large core temperature
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FIGURE 10.5 (a ) Core losses, 1-mil Square Permalloy. (Courtesy of Magnetics
Inc.) (b) Core losses, 1/2-mil Square Permalloy. (Courtesy of Magnetics Inc.)
(c) Core losses, amorphous core material, Metglas 27144. (Courtesy of
Magnetics Inc.) (d) Core losses, Toshiba MA (watts/lb = 56.8 × watts/cm3).
(Courtesy of Toshiba Corp.)

rise can be tolerated, since the Curie temperature of Square Permalloy
is 460◦C. Thus the limiting factor for core losses is either the tempera-
ture rating of the wire, or the specified magnetic-amplifier efficiency.

TIP Amorphous magnetic material is a good example of serendipity in
which the development of material for one application can benefit other ap-
plications. This material came about in the 1970s as a result of the research
into a better method for producing thin metal strips for reinforcing vehicle
tires. In this process, a jet of molten metal was directed on to a rapidly ro-
tating super-cooled metal drum to produce a continuous thin strip of metal.
The rapid cooling did not provide time for the development of the crystal
structure normally found in metal production. The noncrystalline structure
was glass-like or amorphous, and was found to have extraordinary magnetic
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FIGURE 10.5 Continued.

properties. Vacuumschmelze in Germany were quick to exploit these proper-
ties with their Vitrovac 6025, with permeability up to 2 × 106, and at the
same time Allied Signal USA introduced Sq Metglas. ∼K.B.

Shortly after the renewed interest in magnetic amplifiers, a new type
of magnetic material was introduced. It is not crystalline in structure,
but amorphous, and has lower core losses and a squarer hysteresis
loop at higher frequencies than Square Permalloy. Although 1/2-mil
Permalloy can be used up to 100 kHz or so, beyond that frequency
this new amorphous material is preferable, and is available from many
sources including Allied Signal in Parsippany, New Jersey,6 Toshiba
Corporation7 (the American sales agent is Mitsui in New York), and
Vacuumschmelze in Germany.

Allied calls its product Metglas 2714A. Toshiba has two amorphous
core materials: MA and MB. Toshiba MB material is closely identical
to Metglas 2714A in core losses, coercive force, and squareness of
its hysteresis loop. Toshiba MA material is midway between 1/2-mil
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FIGURE 10.5 Continued.

Permalloy and MB material. Metglas 2714A material is also used by
Magnetics Inc. for magnetic-amplifier cores in its own line of standard-
sized cores.

Curves of core loss versus peak flux density at various frequencies
for Metglas 2714A are shown in Figure 10.5c. Data comparing core
loss versus frequency at a peak flux density of 2000 G for Toshiba MA,
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FIGURE 10.5 Continued.

MB material, and 1-mil Permalloy are given in Figure 10.5d. Note that
figure gives loss in watts per cubic centimeter. For MA, MB density
of 8.0 g/cm3, loss in watts per pound is 56.8 × loss in watts per cubic
centimeter.

The BH loops for increasing frequency have a characteristic appear-
ance. As frequency increases, coercive force increases but saturation
flux density remains fixed. This, of course, explains the increase in
core loss with frequency, as the loss is proportional to the area of the
hysteresis loop. The increase in coercive force with frequency is shown
in Figure 10.6b for Toshiba MA, MB, and Permalloy materials.

Standard-sized MA and MB cores available from Toshiba are
shown in Figure 10.7a and 10.7b. Metglas 2714A cores available from
Magnetics Inc.8 are shown in Figure 10.8a , and from Allied Signal in
Figure 10.8b.

It is interesting to note that the temperature rise given by Toshiba
in Figure 10.12 coincides to within a few degrees with the rise as
calculated from Figure 7.4c for any power dissipation and core area
as calculated from Figure 10.7b.
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FIGURE 10.6 (a ) BH loops at 100 kHz. (Courtesy of Toshiba Corp.) (b) Coercive
force versus frequency. (Courtesy of Toshiba Corp.) (c) BH loops at 100 kHz,
1-mil and 1/2-mil Permalloy, Metglas 2714A. (Courtesy of Magnetics Inc.)

Recall that flux change in maxwells equals flux density change in
gauss multiplied by core area in square centimeters. Thus, dividing the
maxwells shown in the curves by the core area gives the flux density
change in gauss. The maximum maxwells shown on the curves then
correspond to the total maximum flux density change from negative
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FIGURE 10.6 Continued.

to positive saturation flux density (−Bs to +Bs). Toshiba’s MA, MB
materials have Bs of 6500 and 6000 G, respectively.

Losses at the maximum maxwells, shown later in Figures 10.9 to
10.11, correspond to operation around the total major loop, as when
the magnetic amplifier is used to shut down the slave output voltage
fully. Losses at the lower flux level correspond to operation around
a minor loop as in Figure 10.2, where the magnetic amplifier is used
only for voltage regulation.

The BH loops at 100 kHz for Toshiba MA, MB material and 1/2-mil
Permalloy are shown in Figure 10.6a . Figure 10.6c compares 100-kHz
BH loops for Metglas 2417A, and 1/2- and 1-mil Permalloy.

10.3.6 Core Loss and Temperature Rise Calculations
Toshiba provides curves for each of its cores that are useful in cal-
culating core temperature rise. Figures 10.9, 10.10, and 10.11 show
core loss versus total flux change in maxwells for its three largest MB
cores. Thus, whatever the total flux excursion is, Figures 10.9 to 10.11
give core loss for each core at that flux excursion. From this core loss,
Figure 10.12 gives the core temperature rise. Actually, Figure 10.12 is
a measure of the thermal resistance of each core and is related to the
radiating surface area of the core, which can be calculated from its
outer dimensions as given in Figure 10.7b.
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FIGURE 10.7 (a ) Available MA amorphous cores for magnetic amplifiers. (Courtesy of Toshiba Corp.) (b) Available MB amorphous cores for
magnetic amplifiers. (Courtesy of Toshiba Corp.)
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FIGURE 10.8 Available Square Permalloy 80 and Metglas 2714A cores for magnetic amplifiers. (Courtesy of Magnetics Inc.) (b) Standard
Metglas 2714A amorphous magnetic-amplifier cores. (Courtesy of Allied Signal)
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FIGURE 10.8 Continued.
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FIGURE 10.8 Continued.
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FIGURE 10.9 Core loss versus total flux change. Toshiba MB 21 × 14 × 4.5
core. Core area = 0.118 cm2; �B = �φ (maxwells)/0.118. (Courtesy of Toshiba
Corp.)

10.3.7 Design Example—Magnetic-Amplifier
Postregulator

Design a magnetic-amplifier postregulator for the output of the for-
ward converter shown in Figure 10.13a . Specifications are

Forward converter switching frequency 100 kHz

Slave output voltage 15 V

Slave output current 10 A

The main output voltage is Vom = Vdc(Nsm/Np)(ton/T). The main
feedback loop, in keeping Vom constant, must keep the product Vdcton
constant, so ton is a maximum when Vdc is a minimum.

In the usual case, the number of turns on the T1 reset winding Nr
is equal to the turns on the power winding Np . This forces the voltage
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FIGURE 10.10 Core loss versus total flux change. Toshiba MB 18 × 12 × 4.5
core. Core area = 0.101 cm2; �B = �φ(maxwells)/0.101. (Courtesy of Toshiba
Corp.)

across Np when Q1 is “off” to be equal and opposite to its voltage
when Q1 is “on.”

Over a complete cycle, the volt-second product across Np when
Q1 is “on” must be equal and opposite to the volt-second product
across it when Q2 is “off.” Otherwise, from Faraday’s law, the core
flux density would increase in one direction on the hysteresis loop,
and at the start of the next cycle would not have been returned to its
starting point. After a number of such cycles, the core would drift up
the hysteresis loop, saturate, and—being unable to support voltage—
destroy the power transistor the next time it is turned “on.” Thus the
absolute maximum Q1 “on” time at minimum DC input voltage is
0.5T or 5 μs so that +Vdcton can equal −Vdctoff.
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FIGURE 10.11 Core loss versus total flux change. Toshiba MB 15 × 10 × 4.5
core. Core area = 0.0843 cm2; �B = �φ(maxwells)/0.0843. (Courtesy of
Toshiba Corp.)

To ensure that the core can always be reset during transient power-
line dips below its specified minimum, in the above expression for
Vom, Nsm is chosen so that Vom is obtained for a maximum “on” time
of 0.4T or 4 μs at the specified minimum Vdc. This yields a guard band
of 0.1T or 1 μs to allow for line input dips.

The slave peak voltage Vsp at the input end of MA is then high for
4 μs at minimum DC input voltage. The MA will block this voltage
for a time tb (Figure 10.13c), leaving a high voltage Vsp1 for a time t f
at the no-dot end of the MA after it has saturated.

If the MA has zero impedance when saturated, then Vsp1 = Vsp.
Assuming a 1-V drop across rectifier diode D1, the peak voltage at the
front end of Ls when MA has fired is (Vsp− 1). Of the 4-μs duration
of Vsp at low Vdc input, we arbitrarily set t f = 3 μs, and tb = 1 μs. This
permits t1 (Figure 10.13b) to move either left or right, increasing or
decreasing t f to regulate against load changes.
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FIGURE 10.12 Toshiba amorphous MB cores. Temperature rise versus core
losses. (Courtesy of Toshiba Corp.)

For a slave output voltage of the specified 15 V

15 V = (Vsp − 1)
( t f

T

)
= (Vsp − 1)

(
3
10

)
or Vsp = 51 V

The number of turns on MA and its iron area must be chosen to block
51 V. The turns will be chosen to block not for just the 1 μs minimum
blocking time, but for the full 4 μs maximum duration of Vsp, on the
assumption that the MA may be used to force the slave output voltage
completely down to zero.

For a 100-kHz magnetic amplifier, let us use an amorphous core
such as the Toshiba MB (Figure 10.7b). Arbitrarily select the one with
the largest iron area, as it will require the least turns to block the 51 V
for 4 μs for a given flux change. This minimizes the residual air core
inductance of the MA in its saturated state. Thus the MB 21 × 14 ×
4.5, of iron area 0.118 cm2, is chosen.
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FIGURE 10.13 Design example of magnetic-amplifier postregulator.
Magnetic amplifier blocks Vso for a time tb and is a short circuit for a time tr .
Then Vos = Vso (t f /T). Time t f is controlled in a negative-feedback loop by
the current that Q2 forces into MA via Dm. That current is controlled by error
amplifier EA1.

From Faraday’s law, to minimize the number of turns, the flux
change should be maximized or the core should traverse the full BH
loop from −Bs to +Bs . From Figure 10.6a , Bs for the Toshiba MB
material is 6000 G. Then from Faraday’s law, to block 51 V for 4 μs
with a core area of 0.118 cm2:

E = 51V = NAe
dB
dt

10−8

= N(0.118)
2Bs

4 × 10−6 10−8

= 14 turns
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For DC output current of 10 A, MA will be carrying the 10 A for a max-
imum of only 3 μs (maximum t f ) at minimum DC input. Maximum
RMS current is then 10

√
3/10 = 5.48 A. At 500 circular mils per RMS

ampere, a wire area of 2739 circular mils is required.
Two No. 19 wires in parallel provide 2 × 1290 or 2580 circular mils,

which is close enough. The inner periphery of the Toshiba MB21× 14 ×
4.5 core is π × 0.55 = 1.73 in. For the 0.0391-in diameter of No. 19
wire, the inner periphery can hold 1.73/0.0391 or 44 turns on a single
layer. The 14 turns of two paralleled No. 19 wires can thus easily be
accommodated in a single layer on the inner periphery.

If the core is operated in the shutdown mode, the full major loop is
traversed each cycle. Figure 10.9 shows that for the MB 21 × 14 × 4.5,
this corresponds to a total flux change of 1400 mW or 12000 G (−Bs
to +Bs) and core loss of 1 W, and Figure 10.12 shows that the core
temperature rise is only 40◦C .

10.3.8 Magnetic-Amplifier Gain
When the MA has saturated, it has close to zero impedance, and the
DC current through it is determined only by the DC output impedance
and the slave output voltage. That is simply the specified DC output
current. But to bring the MA to its saturated state, a current equal
to twice the coercive current Ic is required to force the core from the
left to the right side of the hysteresis loop (Figure 10.2). That current
comes from the transformer secondary Vsp. Similarly, when the core
is reset to the left side of the hysteresis loop (Figure 10.2), a current
equal to the coercive current must be supplied from Q2 via D3.

Magnetic-amplifier gain from Q2 to the output is then Io/Ic . From
Ampere’s law, the coercive force H is

Hc = 0.4π Nm Ic/l p

where Nm is the number of turns
Ic is the coercive current
l p is the mean path length in centimeters

For the MB core at 100 kHz, the coercive force is 0.18 Oe (Figure
10.6b). Mean path length l p of the MB 21 × 14 × 4.5 core is 5.5 cm,
from Figure 10.7b. Then for Nm of 14 turns, the coercive current is

Ic = Hclp

0.4π Nm

= 0.18 × 5.5
0.4π × 14

= 56.3 mA
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FIGURE 10.14 Two magnetic-amplifier cores driven from the same EA and
PNP current source are required for a push-pull output.

Thus a current of 56.3 mA from Q2 can control the 10-A output—or
stated another way, the magnetic-amplifier gain is 10/0.056 = 178.

It is of interest to realize the physical significance of this and to
appreciate that a magnetic amplifier is very different from the usual
saturable reactor. In the magnetic amplifier, when the control current
(from Q2) flows, no load current flows as D1 is reverse-biased. Thus
the control current does not have to “buck out” the load current.

In a saturable reactor (a variable-inductance reactor controlled by
current in a control winding) in series with a load, however, current
flows to the load at the same time the control current flows. Thus the
control winding ampere turns must buck out the load ampere turns
and gain is low.

10.3.9 Magnetic Amplifiers for a
Push-Pull Output

For a full-wave output (push-pull or half bridge topology), the circuit
of Figure 10.14 is often presented. However, it has serious problems
in that during the dead time between transitions, the magamps carry
primary magnetizing current (Figure 2.6). This is fully discussed in
Reference 15.

10.4 Magnetic Amplifier Pulse-Width
Modulator and Error Amplifier

Thus far in this chapter, magnetic amplifiers have been considered
only as postregulators. In this section, an interesting example of a
magnetic amplifier used simultaneously as a pulse-width modulator
and error amplifier is described.9
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It may be puzzling why, with the current proliferation of inexpen-
sive semiconductor pulse-width modulating chips with their built-in
error amplifiers, there is interest in magnetic elements to perform these
functions.

The circuit to be described below does have advantages in special-
ized applications where a semiconductor integrated circuit cannot be
used for some reason. The circuit consists of only square hysteresis
loop core material and wire, which is far more reliable than an inte-
grated circuit.

There are some environmental conditions—such as excessive
temperature—where a magnetic amplifier can survive more easily
than an integrated circuit. Since discrete transistors that can tolerate
high temperatures are found easily, a circuit consisting of discrete
transistors and a magnetic amplifier PWM–error amplifier is a more
robust circuit than one with discrete transistors and an integrated-
circuit PWM chip.

Finally, the circuit described below offers a simple solution to an
omnipresent problem in switching power supplies. That problem is
how to sense a voltage on output ground, and deliver the appropri-
ate width-modulated pulse to the power transistor on input ground,
without requiring a housekeeping power supply to power the error
amplifier on output ground.

The circuit works as follows.

10.4.1 Circuit Details, Magnetic Amplifier
Pulse-Width Modulator–Error Amplifier 9

The circuit shown in Figure 10.15 was originally devised by Dulskis
and Estey.9 It is a conventional push-pull topology using Darlington
power transistors. A 40-kHz, ±8-V, 50/50 duty cycle square wave is
applied at points AB via transformer T1.

The heart of the design is the magnetic amplifier M1. It consists of
two square hysteresis loop cores sitting one above another. There are
two equal-turn gate windings Ng1, Ng2 and a control winding Nc . Gate
winding Ng1 links core Aonly, Ng2 links core B only, and Nc links both
cores.

On alternate half cycles, a +8-V, 12.5-μs pulse appears at points A,
B relative to C . Consider the half period when A is positive. That 8 V
is divided across D1, the base-emitters of Q3, Q1, and R5. Resistor R5
is a current limiter.

At the start of the half period, magnetic-amplifier core M1A is on
the steep part of its hysteresis loop (B0 of Figure 10.16a ) and has
sufficiently high impedance so that it does not short out the voltage
from the Q3 base to ground. The Darlington, Q3, Q1, is energized and
a voltage of roughly Vdc− 1 is applied to its half primary of T2.
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FIGURE 10.15 Magnetic-amplifier-controlled switching regulator. The
magnetic amplifier serves both as a pulse-width modulator and an error am-
plifier. DC current through control winding Nc determines the initial flux bias
in gate windings and hence their time to saturate, which fixes the Darlington
“on” times. (From R. Dulskis, J. Estey, and A. Pressman, “A Magnetic Amplifier
Controlled 40 kHz Switching Regulator,” Wescon Proceedings, San Francisco, 1977.)

The voltage across M1A is the sum of the base-emitter drops of Q1
and Q3 (∼1.6 V). This voltage drives M1A upward toward saturation
along the minor hysteresis loop B0–B1–B2–B3–Bs . At Bs , M1A satu-
rates, Q3 loses its base drive, and Darlington Q3, Q1 turn “off.” The
Q3, Q1 “on” time is given by Faraday’s law as

ton(Q1, Q3) = Ng Ae (Bs − B0)
1.6

10−8

where Ng = number of turns of M1A
Ae = core iron area
B0 = starting point on the hysteresis loop
1.6 = voltage across M1A driving it toward saturation

The further down B0 is from Bs , the longer the “on” time. “On” time
control is accomplished by controlling the level B0 to which the core
is reset at the start of the positive half cycle.

As M1A is being pushed up toward saturation with a voltage of
1.6 V across its Ng turns, it induces a voltage of (Nc/Ng)1.6 across Ne .
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FIGURE 10.16 The BH loop operating locus of magnetic-amplifier cores
(Figure 10.15). As core M1Amoves from B0 to +Bs , core M1B is pushed down
from +Bs to B0. Time to move from B0 to Bs is the “on” time of the power
transistors. “On” time is determined by how far down from Bs the starting
point B0 has been pushed. This is determined by the DC current in control
winding Nc , which is proportional to the output voltage (Figure 10.15).

That couples a voltage back down to 1.6 V across M1B, but because
of the winding polarities, that voltage is in the direction to push M1B
down to B0 if in the previous half period it had been pushed up to
+B4 by point B having been positive.

Thus in one half period, as—say—M1A goes from B0 to Bs , its
Darlington is “on” and M1B is driven down from Bs to B0. But the
M1B Darlington is “off,” as its input diode D2 is reverse-biased. Dur-
ing the next half period the sequence reverses; M1B is driven up from
B0 to +Bs , its Darlington is “on,” and M1A is forced down from Bs to
B0. Power Darlington “on” time is fixed by B0, the starting point on
the BH loop, and that is determined by the DC current in the control
winding Nc .

Because of the winding polarities, there is no net AC voltage across
Nc , which is bridged between the DC output voltage and a reference
voltage as in Figure 10.15. The polarity of Nc is such that if the DC out-
put voltage goes up, the gate windings are biased further up toward
Bs , time to saturate the core decreases, and the Darlington “on” time
decreases, bringing the DC output voltage back down.

Thus the control winding serves as the error voltage sensor. It is
referenced to output ground, and its DC current serves to control
the Darlington “on” time, on input ground, by controlling the gate
winding’s initial flux density B0. It is this last feature which is perhaps
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the most useful characteristic of the circuit. Resistors R7, R8 serve to
set the control winding error-amplifier gain.

In the circuit of Figure 10.15, the MA cores are 1/4-mil Square Permal-
loy, wound on bobbins of 0.290 OD, 0.16 ID, and 0.175 height. The
gate windings—Ng1 that linked core A only, and Ng2 that linked core B
only—consist of 40 turns of No. 35 wire. The control windingNc , which
links both cores, consists of 250 turns of No. 37 wire.
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C H A P T E R 11
Analysis of Turn ‘‘On’’

and Turn ‘‘Off’’
Switching Losses and

the Design of Load-Line
Shaping Snubber

Circuits

11.1 Introduction
Topologies that have a transformer winding or inductor in series with
the power transistor have switching losses due to the overlap of cur-
rent and voltage in the power transistor during the “on/off” transi-
tions. Transistor dissipation during the turn “off” edge accounts for
most of the switching losses.

The turn “off” power loss is given by the integral
∫

I (t)V(t)dt over
the turn “off” and turn “on” interval, which may last anywhere from
0.2 to 2 μs (for bipolar transistors). Circuits to minimize these overlap
losses at turn “off” are called turn “off” snubbing or load-line shaping
circuits and are the main subject of discussion in this chapter.

The switching loss generally has a very high peak value. Even when
averaged, it can be larger than the average transistor conduction time
dissipation. This switching loss, occurring once per period, is a larger
fraction of the total transistor dissipation at higher frequencies, and
is one of the prime limitations to the use of bipolar transistors at fre-
quencies above 50 kHz.

545
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Switching losses during the turn “on” transition are often consid-
erably smaller for topologies with a power transformer because the
transformer leakage inductance reduces the rate of rise of current. At
the instant of turn “on,” the large instantaneous impedance of the leak-
age inductance forces the voltage across the transistor to drop rapidly
to zero while the leakage inductance slows up current rise time. Thus,
throughout most of the current rise time, the voltage across the tran-
sistor is close to zero, and switching losses due to voltage-current
overlap are small.

In the buck regulator (Figure 1.4), however, there are large voltage-
current overlap losses in the transistor at both turn “on” and turn
“off.” In the buck, the power transistor turns “on” into the negligibly
low impedance of the conducting free-wheeling diode D1, and the
overlap of rising current and falling voltage generates a large spike of
instantaneous power dissipation. Switching losses in the buck tran-
sistor at turn “off” are minimized by the same turn “off” snubber
circuits used in transformer-type topologies. (Turn “on” snubbers are
discussed in Sections 1.3.4 and 5.6.6.3 to 5.6.6.8.)

With MOSFETs, the turn “off” switching losses are considerably
lower than those with bipolar transistors. Current fall time with a
MOSFET is so rapid that with a small snubber, or even the disrupted
capacitance seen at the drain, the current will have fallen considerably
by the time the voltage across it has risen significantly.

Although turn “off” snubbers are used with MOSFETs, their prime
function is not to reduce overlap dissipation, which is already low.
Rather, the function of the MOSFET turn “off” snubber is to reduce
the amplitude of the leakage inductance voltage spike. Since leakage
inductance voltage spikes are proportional to dI/dt in the transistor,
a MOSFET with much faster current turn “off” time than a bipolar
will have a larger voltage leakage spike. Thus, although a MOSFET
also requires a turn “off” snubber, it is less dissipative than that for a
bipolar transistor.

With MOSFETs, there is considerable dissipation at turn “on”; this
is due not to overlap of simultaneous high voltage and current, but
to the relatively high MOSFET drain to source capacitance Co . This
capacitance is charged, often to twice the supply voltage, and thus
stores energy 1/2Co (2Vdc)2 at turn “off.” At the subsequent turn “on,”
this energy is dissipated in the MOSFET, which averaged over a period
T amounts to 1/2Co (2Vdc)2/T.

Unfortunately, this dissipation is further increased by the small,
benign snubber the MOSFET requires for minimizing the leakage in-
ductance voltage spike, as it adds capacitance at the transistor output.
All this will become more obvious after considering the design of the
usual RCD (resistor, capacitor, diode) turn “off” snubber covered later
in this section.
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11.2 Transistor Turn “Off” Losses
Without a Snubber

Consider the primary elements of a forward converter shown in
Figure 11.1a , which include a typical RCD turn “off” snubber R1,
C1, D1. Assume that the output power is 150 W and the DC supply

FIGURE 11.1 (a ) A forward converter with snubber R1, C1, D1. When Q1
turns “off,” the collector voltage starts to rise, D1 turns “on” immediately,
and C1 slows the voltage rise time to minimize the overlap of rising voltage
and falling current, thus reducing the Q1 switching loss. The next time Q1
turns “off,” C1 must lose the 2Vdc charge it picked up the previous turn
“off.” It loses that charge in the previous Q1 “on” time. Capacitor C1
discharges through Q1 and R1. (b) With snubber absent, the collector voltage
rises almost instantaneously; Q1 dissipation is (2Vdc Ip/2)(t f /T).
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voltage is developed from a nominal 115-VAC line. Typically, the rec-
tified DC supply voltage for an off-line power supply will range from
136 V to 184 V.

From Eq. 2.28, the peak current Ip in Q1 is

Ip = 3.13Po/Vdc = 3.13 × 150/136 = 3.45 A

Assume that Q1 is a very fast bipolar transistor such as the third-
generation Motorola 2N6836. It has a Vceo rating of 450 V (850 V Vcev),
and a 15-A collector current rating. Its data sheet shows that nominal
collector current fall time from 3.5 A with a 5-V reverse bias is 0.15 μs.
We will assume that the worst case is twice that, or 0.3 μs.

Consider operation with the snubber network R1, C1, D1 absent. At
the instant of turn “off,” the collector rises, as in any forward converter
whose power and reset windings have equal turns, to twice Vdc. The
force that drives the collector to 2Vdc is the current that is stored in the
magnetizing inductance and leakage inductances in series. As with
any inductor which is carrying a current, when a series switch opens
to interrupt that current, the polarity across the inductors reverses and
drives the collector voltage toward 2Vdc.

Since the collector output capacitance is low, this voltage rise time
is essentially instantaneous. Assuming a maximum Vdc of 184 V, the
voltage rises instantaneously to 368 V, and the current falls linearly
from 3.45 A in 0.3 μs, as seen in Figure 11.1b.

This amounts to a dissipation, when averaged over the 0.3 μs switch-
ing period, of 368 × 3.45/2 = 635 W. Further, assuming a 100-kHz
switching frequency, the average power dissipation is 63 × 0.3/10 =
19 W. This is excessive and would require, in most cases, an unaccept-
ably large heat sink to keep the transistor junction temperature to a
reasonable value.

Note also that this is an optimistic calculation. As discussed in Sec-
tion 1.3.4, the estimated dissipation depends on the scenario assumed
in the timing of current turn “off.” Current generally hangs on at its
peak for a short time before starting to fall. Thus the 19-W dissipation
calculated above may well be about 50% greater in actuality.

The R1, C1, D1 snubber of Figure 11.1a reduces transistor dissipa-
tion by slowing up the collector voltage rise time so that the current
fall-time waveform intersects the voltage rise-time waveform as low
as feasible on the rising voltage waveform. How it works and how the
component magnitudes are calculated can be seen as follows.

11.3 RCD Turn “Off” Snubber Operation
In Figure 11.1a , when the Q1 base receives its turn “off” command,
the transformer leakage inductance maintains the peak current which
had been flowing just before turn “off.” That peak current divides in
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FIGURE 11.2 Snubber capacitor C1 slows up collector voltage rise time from
A1 to B at turn “off.” At the next turn “off” at A2, C1 must lose the 2Vdc

charge it picked up at time B. It loses that charge in the “on” time ton just
before turn “off.” With the snubber in, Q1 dissipation is (2Vdc Ip/12)(t f /T).

some way between the “off”-turning collector and C1, which is now
conducting through diode D1.

The amount of current IC1 flowing into C1 slows up the collector
voltage rise time, and by making C1 large enough, the rising collec-
tor voltage and falling collector current intersect sufficiently low on
the rising collector voltage waveform that transistor dissipation is de-
creased significantly.

There is a limitation on how large C1 can be made, as can be seen in
Figure 11.2, where it is shown that at the start of any turn “off”—say
at A1—C1 must have no charge. At the end of the turn “off” at B, C1
has slowed up the voltage rise time but has accumulated a voltage
2Vdc (neglecting for the moment the leakage inductance spike).

At the start of the next turn “off” at A2, C1 must again have no
voltage across it. Thus, at some time between B and A2, C1 must be
discharged. It is discharged in the interval C to A2 by resistor R1.
When Q1 turns “on” at C , the top end of C1 goes immediately to
ground and C1 discharges through Q1 and R1.

Thus, once C1 has been selected large enough to yield a sufficiently
long collector voltage rise time, R1 is chosen to discharge C1 to within
5% of its full charge in the minimum ton. Or

3R1C1 = ton(min) (11.1)

If C1 accumulates a voltage 2Vdc at each turn “off,” it stores an energy
of 0.5C1(2Vdc)2 joules. If it dissipates that energy in R1 during each
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“on” time, power dissipation in R1 in watts (for T in seconds) is

PDR1 = 0.5C1(Vdc)2

T
(11.2)

It will be seen in the following section that the power dissipation in
R1 given by Eq. 11.2 seriously limits how much collector voltage rise
time can be increased by increasing C1.

11.4 Selection of Capacitor Size
in RCD Snubber

Equation 11.2 shows that the power dissipation in R1 is proportional
to C1. Hence, there is need to select C1 large enough to adequately
lengthen collector voltage rise time, but not cause excessive dissipa-
tion in R1.

There is no best way to select C1. It is sized in different ways by
different designers who make different assumptions as to how much
of the peak current in Q1 is available to charge C1, how much the
Q1 collector voltage rise time is to be increased, and how fast the
collector current falls to zero. The latter depends strongly on the turn
“off” speed of the transistor used, and the reverse base drive voltage.
However, the following method has been found to be a satisfactory
way to select C1 for bipolar transistors.

TIP Some modern oscilloscopes have real time or digital VI multiplying ca-
pability, and can measure the actual switching edge dissipation, displaying
the power trace over a switching period. This permits the optimization of the
snubber components. ∼K.B.

When the Q1 base receives its turn “off” command, the peak current
in the collector is partly diverted into C1 as the voltage across it starts to
increase. It is assumed that half the initial peak current Ip is diverted
into C1 and half remains flowing into the gradually “off”-turning
collector (since the transformer leakage inductance maintains the total
current Ip for some time).

Capacitor C1 is selected so that the collector voltage is permitted
to rise to 2Vdc in the same time t f that the collector current falls to
zero. This last is read or estimated from data sheets for the specific
transistors. Thus

C1 = Ip

2
t f

2Vdc
(11.3)
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Now capacitance C1 can be calculated from Eq. 11.3, resistance R1 can
be calculated from Eq. 11.1 from the known minimum “on” time, and
the dissipation in resistor R1 can be calculated from Eq. 11.2.

Overlap dissipation in Q1 can be estimated as in Section 1.3.4 on
the assumption that during the turn “off” interval t f , Q1 current Ip/2
starts falling toward zero at the same time its voltage starts rising
toward 2Vdc, and that the collector current reaches zero at the same
time the collector voltage reaches 2Vdc.

In Section 1.3.4, it was noted that the collector dissipation during
the interval t f is

ImaxVmax

6
= Ip

2
2Vdc

6

and averaged over one period T, transistor dissipation is

( Ip/2)(2Vdc)t f

6T
(11.4)

11.5 Design Example—RCD Snubber
Design the RCD snubber for the forward converter of Section 11.2.
Recall that the peak current Ip just before turn “off” was 3.45 A, tran-
sistor fall time was 0.3 μs, and transistor dissipation without a snubber
was 19 W. From Eq. 11.3

C1 = ( Ip/2)t f

2Vdc

= (3.45/2)(0.3 × 10−6)
2 × 184

= 0.0014 μF

and from Eq. 11.1

R1 = ton(min)

3C1

Recall that a forward converter transformer is designed so that max-
imum transistor “on” time occurs at minimum DC voltage, and is
forced to be 0.8T/2. For a switching frequency of 100 kHz, this is 4 μs.
In Section 11.2, maximum and minimum input voltages were 15%
above and below the nominal value, so ton(min) is 4/1.3 or 3 μs. Then
from Eq. 11.1

R1 = 3 × 10−6

3 × 0.0014 × 10−6

= 714 �
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and from Eq. 11.2

PDR1 = 0.5C1(2Vdc)2

T

= 0.5(0.0014 × 10−6)(2 × 184)2

10 × 10−6

= 9.5 W

and from Eq. 11.4, Q1 overlap dissipation is

PDQ1 = ( Ip/2)(2Vdc)t f

6T

= (3.45/2)(2 × 184)(0.3 × 10−6)
6 × 10 × 10−6

= 3.2 W

Thus, although 9.5 W has been added in the resistor R1, dissipation in
the transistor, which is far more failure-prone, has been reduced from
19 to 3.2 W. Actually overlap dissipation in the transistor may be more
than the calculated 3.2 W, as a best-case scenario has been assumed
for the relative timing of the current fall time and voltage rise time
(Section 1.3.4).

If temperature measurement on the Q1 case indicates that it is run-
ning too warm, C1 can be increased at the expense of more dissipation
in R1, but this is far more acceptable than dissipation in Q1.

It is sometimes thought that decreasing R1 decreases its dissipation.
This is not so, as Eq. 11.2 indicates. Making R1 smaller only causes
C1 to be totally discharged earlier than needed (earlier than A2 in
Figure 11.2). Energy dissipated in R1 is equal to the energy stored in
C1 per cycle, and energy stored is proportional only to the magnitude
of C1 and the square of the voltage to which it is charged at turn “off.”
Dissipation in R1 is thus unrelated to its resistance.

11.5.1 RCD Snubber Returned to Positive
Supply Rail

The RCD snubber is often (and preferably) returned to the positive
supply rail as shown in Figure 11.3. It works exactly in the same way
as when it is returned to ground as in Figure 11.1. At turn “off,” D1
conducts, and C1 increases collector voltage rise time with its charging
current flowing into Vdc. At the following turn “on,” C1 is discharged
through Q1 and the supply source Vdc.

The advantage of returning R1, D1 to Vdc instead of ground is that
the maximum voltage stress on C1 is now only Vdc instead of 2Vdc.
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FIGURE 11.3 Returning the snubber to the positive rail reduces the voltage
stress on C1 to half that of returning it to ground.

11.6 Non-Dissipative Snubbers1–8

The conventional RCD snubber for off-line switching supplies operat-
ing at over 50 kHz most often ends up dissipating 10 W or more. This
is troublesome not only for the added dissipation, but also because of
the size and required location of the snubber resistor. General practice
is to de-rate power resistors by a factor of 2, so 10 W of dissipation
usually requires the use of a 20-W resistor.

A 20-W resistor is quite large, and finding a location for it is often
difficult. Also, in dissipating 10 W, it heats any surrounding nearby
components, which further complicates the selection of a satisfactory
location for it.

“Dissipationless snubbers,” as covered in Figure 11.4, are more com-
plex but provide a good solution to this problem. Just as in the conven-
tional RCD dissipative snubber, a capacitor is used to slow down the
collector voltage rise time, but the capacitor is not discharged through
a resistor as before, as this would waste power.

Instead, the stored electrostatic energy in the capacitor C1 is trans-
ferred to the inductor L1 in the form of electromagnetic energy as
current in the inductor L1. Then, before the next cycle when the ca-
pacitor must again be discharged, the inductor by resonant discharge
action will discharge its stored energy back into the DC input bus.
Thus no energy is wasted—it is first stored on a slow-up capacitor,
and then returned with negligible loss to the input bus.

The details can be seen in Figure 11.4. When Q1 turns “off,” its
collector voltage starts rising, D1 conducts, and C1 slows down the
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FIGURE 11.4 A dissipationless snubber. Capacitor C1 lengthens Q1
collector voltage rise time as in an RCD snubber, but at Q1 turn “on,” the
stored energy on C1 is converted to stored magnetic energy in L1 during the
first half cycle of a “ring.” During the second half cycle of the ring, point A
goes positive and returns this energy to Vdc without loss.

voltage rise time just as in Figure 11.3. The bottom end of C1 is driven
up to 2Vdc, and its top end is clamped to Vdc through D1, so current
flows from the bottom end of the transformer up through C1 and D1
to slow down the change in voltage across Q1. Energy 0.5C1(Vdc)2

joules is stored in the capacitor.
When Q1 turns “on” again, the bottom end of capacitor C1 is pulled

from 2Vdc to ground and the top end goes negative by Vcc and this
negative voltage is applied across L1 and D2 in series so that current
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builds up in the inductor as the capacitor discharges via D2, the current
flowing from bottom to top in L1. An resonant oscillatory current
“ring” commences with a frequency fr = 1/2π

√
L1C1.

At the end of a half period of this ring, the electrostatic energy
in the form of voltage on C1 has been changed into electromagnetic
energy in the form of stored current in L1 and the current in L1 is
at its maximum. During the next half period of this ring, the voltage
at the top end of L1 rings towards twice the voltage, in the normal
resonant manner, so that it goes positive enough for D1 to conduct
and the current in L1 now flows via D1 back into the supply bus. If
L1 is a high-Q inductor, all the energy stored in it in the first half cycle
of the ring is returned back to Vdc in the second half cycle.

Capacitor C1 is first chosen large enough to lengthen the Q1 voltage
rise time as required. Then L1 is chosen so that the full ring period is
somewhat less than the minimum Q1 “on” time.

11.7 Load-Line Shaping (The Snubber’s
Ability to Reduce Spike Voltages so as
to Avoid Secondary Breakdown)

The snubber offers a second very important advantage in addition
to increasing voltage rise time and thus decreasing average transis-
tor dissipation. It prevents secondary breakdown, which occurs if the
instantaneous voltage and current cross the reverse-bias safe operat-
ing area (RBSOA) boundary given in the manufacturer’s data sheets
(Figure 11.5).

This boundary can be crossed by the leakage inductance spike
(Figure 2.10) that occurs at the instant of turn “off.” Transistor man-
ufacturers state that if the boundary is crossed even once, secondary-
breakdown failure may occur.

An exact analysis of the sequence of collector voltage changes and
their magnitudes at the instant of turn “off” is not possible without
computer analysis. However, the following inexact discussion illus-
trates the magnitude of the problem and how the snubber capacitor
reduces the leakage inductance spike.

When Q1 turns “off,” the transformer leakage inductance keeps the
current which had been flowing in it from falling for some short time.
It was assumed above that approximately half that current continues
to flow into the slowly “off”-turning transistor, and half flows into the
snubber capacitor C1.

In Figure 11.6, when Q1 turns “off,” the voltage across the mag-
netizing inductance reverses and this reverses the voltage across the
reset winding Nr . The top end of Nr immediately goes negative, and
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FIGURE 11.5 Reverse-bias safe operating area (RBSOA) for 15-A, 450-V fast
transistor type 2N6836. At turn “off,” because the transformer leakage
inductance maintains current, operation is from A to B at the tip of the
leakage inductance spike. If not for reverse base bias, operation would have
crossed the RBSOA boundary and the transistor would have failed in
secondary-breakdown mode. The RCD snubber, in addition to decreasing
overlap dissipation, decreases the amplitude of the leakage inductance spike.
(Courtesy of Motorola Inc.)

FIGURE 11.6 The leakage spike is roughly (Ip/2)(Ll /C1)1/2 above 2Vdc.



C h a p t e r 11 : A n a l y s i s o f T u r n ‘ ‘ O n ’ ’ a n d T u r n ‘ ‘ O f f ’ ’ 557

is clamped to ground by D4. Since Np = Nr , this clamps the voltage
across Lm to Vdc, and the voltage at point A rises to 2Vdc.

This first half-cycle ring, which is the leakage inductance spike,
sits on top of the voltage 2Vdc at point A. The quantity

√
Ll/C1 is

often referred to as the characteristic impedance of the LC circuit. Thus
increasing C1 to increase collector voltage rise time also decreases the
leakage inductance spike.

Half the original peak current Ip/2 flowed into the series combi-
nation of the leakage inductance Ll , the snubber capacitor C1, and
diode D1. This causes a sinusoidal ring whose half period is π

√
LlC1.

To a close approximation, the amplitude of the first half cycle is
1/2π(

√
Ll/C1).

It is of interest to calculate the magnitude of the leakage inductance
spike on the basis of these observations. The leakage inductance of
a 100-kHz transformer for the design example at the end of Section
11.4 is expected to be about 15 μH, so in the preceding example the
characteristic impedance of the LC circuit is

√
Ll/C1 =

√
15 × 10−6/0.0014 × 10−6 = 103 �

Hence, for the 3.45-A peak current in Q1 just prior to turn “off,” the
leakage inductance spike amplitude is (3.45/2)103 = 178 V. The peak
voltage at the top of the leakage inductance spike is then 2Vdc +178 =
547 V. Although not too precise an analysis, this yields the amplitude
of the leakage inductance spike sufficiently accurately to explain the
possibility of secondary breakdown.

In Figure 11.5 just prior to turn “off,” the operating point of Q1 on its
volt-ampere curve is at point A—3.45 A at close to 0 V. As the transistor
is turned “off,” its load-line locus is along the path ABCD. The leakage
inductance maintains total current, but half starts flowing into C1,
leaving 1.73 A flowing into the transistor. The transistor operation
then moves horizontally along the line AB. At B, the current is still
1.73 A, and the voltage is 547 V. After the short duration of the leakage
spike, the locus drops to 2Vdc, until the transformer core resets, and
then back to Vdc, where it stays until the next turn “on” (Figure 2.10).
Figure 11.5 shows that if the transistor is reverse biased by 5 V at
turn “off,” the point at 547 V, 1.73 A is still within the manufacturer’s
RBSOA curve and secondary breakdown should not occur. With no
reverse bias, the operating point goes outside the RBSOA boundary
and secondary breakdown failure will occur.

Thus, although the initial function of the snubber capacitor C1
(Figure 11.1) was to lengthen collector voltage rise time, it may have
to be increased above the value calculated from Eq. 11.3 to reduce the
leakage inductance spike. At higher output powers, even with a 5-V
reverse base bias at turn “off,” the leakage inductance spike may cross
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the RBSOA curve, as the turn “off” locus is at a higher current along
its horizontal portion. This would require a larger snubber capacitor.

11.8 Transformer Lossless Snubber Circuit
Figure 11.7 shows a scheme which reduces or even totally eliminates
the leakage inductance spike for an RCD snubber. It does this without
increasing the snubber capacitance, which would increase snubber
resistor dissipation.

The tradeoff for this is the addition of the small transformer T1.
It still requires the conventional RCD snubber, but C1 can be consid-
erably smaller. It works as follows. As shown in Figure 11.7, T1 is
a small 1/1 transformer. Its core area and number of turns must be
chosen to sustain the maximum volt-second product across the T2
primary when Q1 is “off.” Since the core size should be as small as
possible, this means a small core area and hence a relatively large
number of turns. Since the power that T1 carries is small, primary
and secondary wire sizes can be small, thus permitting a small core.

Note the dot polarities on T1 primary and secondary. Diode D1
does not conduct until the dot end of Ns reaches Vdc, which does not
happen until the voltage at the dot end of T1 primary with respect
to its no-dot end rises to Vdc. That occurs only when the Q1 collector
reaches 2Vdc.

FIGURE 11.7 A leakage spike clipping aid to an RCD snubber. T1 is a small
1/1 transformer. When Q1 collector voltage reaches 2Vdc, D2 conducts,
forcing D1 to conduct and clamp Vce(Q1) to 2Vdc. Thus, there is no leakage
spike at the Q1 collector above 2Vdc if T1 has low leakage inductance. This
minimizes the size of C1.
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Thus, when the Q1 collector reaches 2Vdc, D1 conducts and clamps
the voltage across Ns to Vdc. Since the transformer turns ratio is 1/1, the
collector voltage is clamped at 2Vdc—i.e., there is no leakage spike at
the collector above 2Vdc. For this to be effective, the leakage inductance
of T1 must be very small.

When D1 conducts, the energy stored in the T2 leakage inductance
is returned with no loss to the Vdc supply bus.
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C H A P T E R 12
Feedback Loop
Stabilization

12.1 Introduction
Before going into the details of stabilizing a feedback loop, we will
first consider in a semi-quantitative way why a feedback loop may
oscillate.

Consider the negative-feedback loop for a typical forward converter
as shown in Figure 12.1. Although the essential error-amplifier and
PWM functions are contained in pulse-width-modulating chips, the
chips also provide many other functions. However, for our initial un-
derstanding of the stability problem, we will consider only the error
amplifier and pulse-width modulator at this stage.

A small, slow variation of Vo due to either line input or load changes
is sensed by the inverting input of error amplifier EA via the sampling
network R1, R2, and compared to a reference voltage at the non-
inverting EA input. This will cause a small change in the relatively
slow-changing voltage Von at the EA output, and at the A input to
the pulse-width-modulator PWM. The PWM, as described heretofore,
typically compares that DC voltage to a 0- to 3-V triangle Vt at its B
input. This generates a rectangular pulse, whose width ton is the time
from the start of the triangle to until t1, when the triangle crosses the
voltage at the B input of the PWM. That pulse fixes the “on” time
of the chip output transistor and that of the power transistor. Thus a
slow increase (e.g.) in Vdc causes a slow increase in Vy and hence a
slow increase in Vo , since Vo = Vyton/T . The increase in Vo causes an
increase in Vs and hence a decrease in Vea. Since ton is the time from the
start of the triangle to t1, this causes a decrease in ton and restores Vo to
its original value. Similarly, a decrease in Vdc causes an increase in ton to
maintain Vo constant and the output voltage is stabilized as required.

Drive to the power transistor often may be taken from either
the emitter or the collector of the chip’s output transistor via a

561
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FIGURE 12.1 A typical closed feedback loop in a forward converter.

current-amplifying base driver. Whichever of the emitter or collec-
tor is chosen for the output, it must be ensured that polarities are such
that an increase in Vo causes a decrease in ton. Note that most PWM
chip’s output transistors are “on” for the time from t0 to t1. With such
chips, Vs is fed to the inverting EA input, and for an NPN power tran-
sistor, its base (or gate if it is an N-channel MOSFET) is driven from
the emitter of the chip’s output transistor.

The circuit in Figure 12.1 thus provides negative feedback and a sta-
ble output voltage at low frequencies. Within the loop, however, there
are low-level noise voltages and voltage transients possible, which
have a wide spectrum of sinusoidal Fourier components. The gain
changes and phase shifts for all these Fourier components by differ-
ent amounts in the Lo , Co output filter, the error amplifier, and the
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PWM from Vea to Vsr. If one of these Fourier components has a loop
gain of 1 and a phase shift of a further 180◦ (the first 180 being pro-
vided by the negative feedback connection), the total phase shift will
be 360◦. Then the feedback signal will be in phase with the original
input, resulting in positive rather than negative feedback, which will
result in oscillation as described below.

12.2 Mechanism of Loop Oscillation
Consider the forward converter feedback loop of Figure 12.1. Assume
for a moment that the loop is broken open at point B, the inverting
input to the error amplifier. At any frequency, there is gain and phase
shift from B to Vea, from Vea to the average voltage at Vsr, and from
the average voltage at Vsr through the Lo, Co filter around back to Bb,
just before the loop break.

Now assume that a signal of some frequency f1 is injected into the
loop at B and comes back around as an echo at Bb . The echo is modified
in phase and amplitude by all the previously mentioned elements in
the loop. If the modified echo has returned exactly in phase with, and
equal in amplitude to, the signal which started the echo, and the loop
is now closed (Bb closed to B) with the injected signal removed, the
circuit will continue to oscillate at the frequency f1. The initial signal
that starts the echo and maintains the oscillation is the f1 Fourier
component in the noise spectrum.

12.2.1 The Gain Criterion for a Stable Circuit
The first criterion for a stable loop is that at the crossover frequency,
where the total open-loop gain is unity, the total open-loop phase
shift must be less than 360◦. This includes the necessary 180◦ negative
feedback connection. The amount by which the total phase shift is less
than 360◦ at the crossover frequency is called the phase margin.

To ensure a stable loop under worst-case variation of the associ-
ated components, the usual practice is to design for 35◦ to 45◦ phase
margin.

12.2.2 Gain Slope Criteria for a Stable Circuit
At this point, we will describe some universally-used stability criteria
involving the gain slope. Consider the networks shown in Figure 12.2.
The gain Vo/Vin versus frequency is usually plotted in decibels (dB)
on semilog paper. The scales are such that a linear distance of 20 dB
(a numerical gain of 10) is equal to the linear distance of a factor of 10
in frequency, so lines representing gain variations of ±20 dB/decade
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FIGURE 12.2 Some networks with their corresponding transfer functions:
(a ) an R/C network, (b) a C/R network, (c) an L/C/R network.

have slopes of ±1. Circuit configurations having a gain variation of
±20 dB per decade are thus described as having “±1 gain slopes.”

Plot (a ) shows an RC integrator, which has a gain dVo/dVin of
−20 dB/decade above f p = 1/(2π R1 C1). With the scales such that
20 dB of gain is the same linear distance as 1 decade in frequency,
−20 dB/decade is a −1 gain slope. Such a circuit is referred to as a −1
slope circuit.
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Plot (b) shows an RC differentiator, which has a gain of +20 dB/
decade below fz = 1/(2π R2C2), where Xc2 = R2. Above fz, gain
asymptotically approaches 0 dB. With scales such that 20 dB is the
same linear distance as 1 decade in frequency, +20 dB/decade has a
+1 gain slope. Such a circuit is referred to as a +1 slope circuit.

Plot (c) shows an L/C/R filter with gain dVo/dVin of unity (0 dB)
below its corner frequency of Fcnr = 1/(2π

√
LoCo ), when criti-

cally damped (Ro = √
LoCo ). Above Fcnr the gain falls at a rate of

−40 dB/decade. This happens because for every decade increase in
frequency, XL increases and XC decreases, both by a factor of 10. With
scales such that 40 dB is the same linear distance as 1 decade in fre-
quency, −40 dB/decade is a −2 gain slope. Such a circuit is referred
to as a −2 slope circuit.

An elementary circuit having a gain slope of −1 above the crossover
frequency is the RC integrator of Figure 12.2a . The RC differentia-
tor of Figure 12.2b has a +1 gain slope below the crossover fre-
quency or a gain variation of +20 dB/decade. Such circuits have only
20 dB/decade gain variations because as frequency increases or de-
creases by a factor of 10, the capacitor impedance decreases or in-
creases by a factor of 10 but the resistor impedance remains constant.

A circuit which has a −2 or −40 dB/decade gain slope above the
corner frequency is the output LC filter (Figure 12.2c), which has no
resistance (ESR) in its output capacitor. This is because as frequency
increases by a factor of 10, the inductor impedance increases and the
capacitor impedance decreases, both by a factor of 10.

Gain and phase shift versus frequency for an LoCo filter are plotted
in Figure 12.3a and 12.3b for various values of output resistance Ro .
The gain curves are normalized for various ratios of k1 = f/Fo where
Fo = 1/(2π

√
LoCo ) and for various ratios k2 = Ro/

√
Lo/Co .

Figure 12.3a shows that whatever the value of k2, all gain curves
beyond the so-called corner frequency of Fo = 1/(2π

√
LoCo ) asymp-

totically approach a −2 slope (−40 dB/decade). The circuit with k2 =
1.0 is referred to as the critically damped circuit. The critically damped
circuit has a very small resonant “bump” in gain, which starts falling
at −2 slope immediately above the corner frequency Fo .

For k2 greater than 1, the circuit is described as underdamped. Un-
derdamped LC filters can have a very high resonant bump in gain
at Fo .

Circuits with k2 less than 1.0 are overdamped. Figure 12.3a shows
that overdamped LC filters also asymptotically approach a gain slope
of −2, but for a heavily overdamped (k2 = 0.1) filter, the frequency at
which the gain slope has come close to −2 is about 20 times the corner
frequency Fo .

Figure 12.3b shows phase shift versus normalized frequency ( f /Fo )
for various ratios of k2 = Ro/

√
Lo/Co . For any value of k2, the phase
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FIGURE 12.3 (a ) Gain versus frequency for switching regulator LC filter.
(b) Phase shift versus frequency for switching regulator LC filter. (Courtesy of
Switchtronix Press)
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shift of the output relative to the input is 90◦ at the corner frequency
Fo = 1/(2π

√
LoCo ), and for highly underdamped filters (Ro greater

than ≈ 5
√

LoCo ) phase shift varies very rapidly with frequency. The
shift is already 170◦ at a frequency of 1.5 Fo for Ro = 5

√
Lo/Co .

In contrast, a circuit with a −1 gain slope can never yield more than
a 90◦ phase shift, and its rate of change of phase shift with frequency
is far lower than that of a −2 gain slope circuit, as exemplified in
Figure 12.3b.

This leads to the second criterion for a stable circuit. The first cri-
terion was that the total phase shift at the crossover frequency (fre-
quency where total open-loop gain is unity or 0 dB) should be less than
360◦ by the “phase margin,” which is usually taken as at least 45◦.

This second criterion for a stable circuit is that the slope of the open-
loop gain-frequency curve of the entire circuit as it passes through the
crossover frequency should be −1. This gain curve is obtained from
the arithmetic sum in decibels of all involved elements’ gain curves.
The criterion prevents rapid changes of phase shift with frequency,
which are characteristic of a circuit with a −2 gain slope. An example
is shown in Figure 12.4.

It is not an absolute requirement that the total open-loop gain curve
have a −1 slope at crossover, but it does provide insurance that if any
phase-shift elements have been overlooked, the phase margin will still
be adequate.

The third criterion for a stable loop is to provide the desired phase
margin, which will be set at 45◦ herein (Figure 12.4).

To satisfy all three criteria, it is necessary to calculate gains and
phase shifts of all elements shown in Figure 12.1. This is shown below.

12.2.3 Gain Characteristic of Output LC
Filter with and without Equivalent
Series Resistance (ESR)
in Output Capacitor

Aside from the flyback, which has an output filter capacitor only, all
topologies discussed here have an output LC filter.1 The gain versus
frequency characteristic of this output LC filter is of fundamental im-
portance. It must be calculated first as it determines how the frequency
characteristics of the error amplifier must be shaped to satisfy the three
criteria for a stable loop.

The gain characteristic of an output LC filter with various output
load resistances is shown in Figure 12.3a . This curve is for an output LC
filter whose capacitor has zero ESR. For the purpose of this discussion,
it is sufficiently accurate to assume that the filter is critically damped,
that is, Ro = 1.0

√
Lo/Co . If the circuit is made stable for the gain curve

corresponding to Ro = 1.0
√

Lo/Co, it will be stable at other loads.
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FIGURE 12.4 Total open-loop gain and phase shift. The frequency at which
the total open-loop gain is forced to cross 0 dB is usually chosen one-fourth
or one-fifth the switching frequency. For the loop to be stable, the phase
margin should be maximized and at least 45◦. Also, the total open-loop gain
should pass through Fco at a −1 slope.

Nevertheless, the circuit merits examination for light loads (Ro �
1.0

√
Lo/Co ) because of the resonant bump in gain at the LC corner

frequency Fo = 1/(2π
√

LoCo ). This will be considered below.
The gain characteristic of the output LC filter with zero ESR will be

drawn as curve 12345 in Figure 12.5a . There it is seen that the gain is
0 dB (numerical gain of 1) at any frequency below 2, up to the corner
frequency Fo = 1/(2π

√
LoCo ). At DC and frequencies less than Fo , the

impedance of Co is much greater than that of Lo and the output/input
gain is unity.
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FIGURE 12.5 (a ) Gain versus frequency for a critically damped LC filter in
which the output capacitor has zero ESR. (b) Gain versus frequency for a
critically damped LC filter in which the output capacitor has an equivalent
series resistance (Resr).

Beyond Fo , the impedance of Co decreases and that of Lo increases
at the rate of 20 dB/decade each, making the gain fall at the rate of
−40 dB/decade, or at a −2 slope. The transition to a −2 slope at Fo is
not abrupt. The actual gain curve leaves 0 dB smoothly just below Fo
and asymptotically approaches the −2 slope shortly above Fo .

Most filter capacitor types have an internal resistance Resr in se-
ries with their output leads as shown in Figure 12.5b. This modifies
the gain characteristic between the output and input terminals in a
characteristic way.

Immediately above Fo , the impedance of Co is much greater
than Resr, and looking down to ground from Vo , the only effective
impedance is that of Co . In this frequency range, the gain still falls at
a −2 slope. At higher frequencies, where the impedance of Co is less
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than Resr, the effective impedance looking down from Vo to ground
is that of Resr alone. Hence in that frequency range, the circuit is an
LR rather than an LC, and the impedance of Lo increases at the rate
of 20 dB/decade while that of Resr remains constant. Thus in that
frequency range, gain falls at a −1 slope.

The break from a −2 to a −1 gain slope occurs at the frequency
Fesr = 1/(2π ResrCo ), where the impedance of Co (without ESR) is
equal to Resr. This is shown as Fesr in curve 123456 in Figure 12.5b.
This break in slope from −2 to −1 is smooth, but it is sufficiently
accurate to assume it is abrupt as shown.

12.2.4 Pulse-Width-Modulator Gain
In Figure 12.1, the gain from the error-amplifier output to the average
voltage at Vsr (input end of the output inductor) is the PWM gain and
is designed as Gpwm.

It may be puzzling how this can be referred to as a voltage gain. At
Vea, there are slow voltage level variations proportional to the error-
amplifier input at point B, and at Vsr, there are fixed-amplitude pulses
of adjustable width.

The significance and magnitude of this gain can be seen as follows.
In Figure 12.1, the PWM compares the DC voltage level from Vea to
a 3-V triangle at Vt . In all PWM chips which produce two 180◦ out-
of-phase adjustable-width pulses (for driving push-pulls, half or full
bridges), these pulses occur one per triangle wave cycle, and have
a maximum “on” or high time of a half period. After the PWM, the
pulses are alternately routed to two separate output terminals (see
Figure 5.2a ). In a forward converter, only one of these outputs is used.

When Co has significant ESR, the gain slope still breaks from hor-
izontal to a −2 slope at Fcnr. But at a frequency Fesr = 1/(2π ResrCo ),
it breaks into a −1 slope. This is because at Fesr, Xco = Resr, and
the impedance of Co becomes increasingly small with frequency
compared to Resr. The circuit above Fesr is an LR rather than an LC
circuit. The gain of an LR circuit falls at a −1 slope because as fre-
quency increases, the impedance of the series L increases, but that of
the shunt R remains constant.

In Figure 12.1b, when Vea is at the bottom of the 3-V triangle, the
“on” time or pulse width at Vsr is zero. The average voltage Vav at Vsr
is then zero, since Vav = (Vsp − 1)(ton/T), where Vsp is the secondary
peak voltage. When Vea has moved up to the top of the 3-V triangle,
ton/T = 0.5 and Vav = 0.5 (Vsp − 1). The modulator gain Gm between
Vav and Vea is

Gm = 0.5(Vsp − 1)
3

(12.1)

This gain is independent of frequency.
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There is also a gain loss Gs due to the sampling network R1, R2 in
Figure 12.1. Most of the frequently used PWM chips use 2.5 V at the
reference input to the error amplifier (point A). Thus, when sampling
a +5-V output, R1 = R2 and gain Gs between Vs and Vo in Figure 12.1
is −6 dB.

12.2.5 Gain of Output LC Filter Plus
Modulator and Sampling Network

From the above, the total gain Gt in decibels of the output LC filter G f ,
plus modulator gain Gm, plus sampling network gain Gs is plotted as
in Figure 12.6. It is equal to Gm+Gs from DC up to Fo = 1/(2π

√
LoCo ).

At Fo , it breaks into a −2 slope and remains at that slope up to the fre-
quency Fesr where the impedance of Co equals Resr. At that frequency,
it breaks into a −1 slope.

FIGURE 12.6 Gain Gt = gains of LC filter + modulator + output voltage
sampling resistors is used to determine error-amplifier gain. Error-amplifier
gain at Fco is made equal and opposite to Gt . Error-amplifier gain slope at
Fco is made horizontal, with upward and downward breaks at Fz and Fp .
Locations of Fz and Fp determine total circuit phase margin.
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From this curve, the error-amplifier gain and phase-shift versus
frequency characteristic is established to meet the three criteria for a
stable loop as described below.

12.3 Shaping Error-Amplifier Gain Versus
Frequency Characteristic

Recall that the first criterion for a stable loop is that at Fco, where the
total open-loop gain is unity (0 dB), total open-loop phase shift must
be less than 360◦ by the desired phase margin, which will herein be
taken as 45◦.

The sequence of steps is first to establish the crossover frequency
Fco where the total open-loop gain should be 0 dB. Then choose the
error-amplifier gain so that the total open-loop gain is 0 dB at that
frequency. Next, design the error-amplifier gain slope so that the total
open-loop gain passes through Fco at a −1 slope (Figure 12.4). Finally,
tailor the error-amplifier gain versus frequency so that the desired
phase margin is achieved.

Sampling theory shows that Fco must be less than half the switching
frequency for the loop to be stable. Actually, it must be considerably
less than that, or there will be large-amplitude switching frequency
ripple at the output. Thus, the usual practice is to fix Fon at one-fourth
to one-fifth the switching frequency.

Refer to Figure 12.6, which is the sum of the open-loop gains of
the LC filter, the PWM modulator, and the sampling network. The
capacitor in the output filter of Figure 12.6 is assumed to have an ESR
which causes a break in the slope from−2 to−1 at Fesr = 1/(2π ResrCo ).
Assume that Fco is one-fifth the switching frequency, and read the loss
in decibels at that point.

In most cases, the output capacitor has a significant ESR, and Fesr
will occur at a frequency lower than Fco. Thus at Fco, the Gt = (G lc +
Gpwm + Gs) curve will already have a −1 slope.

When gains are plotted in decibels, both gains and gain slopes of
elements in cascade are additive. Hence, to force crossover frequency
to be at the desired one-fifth the switching frequency, choose the error-
amplifier gain at Fco to be equal and opposite in decibels to Gt =
(G lc + Gpwm + Gs), which is a loss at that frequency.

That forces Fco to occur at the desired point. Then, if the error-
amplifier gain slope at Fco is horizontal, since the Gt curve at Fco
already has a −1 slope, the sum of the error amplifier plus the Gt
curve passes through the crossover frequency at the desired −1 slope
and the second criterion for a stable loop has been met.

The error-amplifier gain has been fixed equal and opposite to Gt
at Fco, where it has a horizontal slope (Figure 12.6). At Fco, this gain
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FIGURE 12.7 (a ) Error amplifier with feedback resistor R2 and input resistor
R1 has gain equal to R2/R1, which is independent of frequency up to the
frequency where the open-loop gain of the op-amp commences falling off.
(b) Using a complex feedback network permits shaping the gain-versus-
frequency and phase shift–versus-frequency curves. The configuration
above has the gain-versus-frequency characteristic of Figure 12.6.

characteristic can be achieved using an operational amplifier with
input and feedback resistors as in Figure 12.7a . Recall that the gain of
such an amplifier is Gea = Z2/Z1 = R2/R1. But how far in frequency
to the left and right of Fco should it continue to have this constant
gain?

Recall that the total open-loop gain is the sum of the error-amplifier
gain plus Gt gain. If the error-amplifier gain were constant down to
DC, the total open-loop gain would not be very large at 120 Hz—
the frequency of the AC power line ripple. Power line ripple should
be highly attenuated at the output. To degenerate the 120-Hz ripple
sufficiently, the open-loop gain at that frequency should be as high as
possible. Thus at some frequency to the left of Fco, the error-amplifier
gain should be permitted to increase rapidly.

This can be done by placing a capacitor C1 in series with R2 (Figure
12.7b). Ignoring the effect of C2 for the moment, this yields the low-
frequency gain characteristic shown in Figure 12.6. In the frequency
range where the impedance of C1 is small compared to R2, the gain
is horizontal and equal to R2/R1. At lower frequencies, where the
impedance of C2 is much higher than R2, R2 is effectively out of the
circuit, and the gain is Xc1/R1. This gain has a slope of −20 dB/decade
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FIGURE 12.8 Locations of break frequencies Fz and Fp . The farther apart Fz

and Fp are spread, the greater the phase margin, but this reduces low-
frequency gain and the degeneration of low-frequency line ripple. It also
increases high-frequency gain, which amplifies noise spikes.

and yields the higher gain at 120 Hz. At Fz = 1/(2π R2C1), the −1 gain
slope breaks and becomes horizontal.

If the error-amplifier gain curve were permitted to remain horizon-
tal to the right of Fco (Figure 12.6), total open-loop gain would remain
relatively high at high frequencies. But high gain at high frequencies is
undesirable, because high-frequency noise spikes would be picked up
and transmitted at large amplitudes to the output. Thus gain should
fall off at high frequencies.

This is done by placing a capacitor C2 across the series combina-
tion of R2 and C1 (Figure 12.7b). At Fco, Xc1 is small compared to R2
and Xc1, and has no effect. At higher frequencies where Xc2 is small
compared to R2, however, R2 is effectively out of the circuit and gain
is Xc2/R1. The gain characteristic above Fco is horizontal up to a fre-
quency Fp = 1/(2π R2C2), where it breaks and falls at a −1 slope, as
seen in Figure 12.6. This diminishing gain at high frequencies keeps
high-frequency noise spikes from coming through to the output.

The break frequencies Fz and Fp are chosen so that Fco/Fz =
Fp/Fco. The farther apart Fz and Fp are, the greater is the phase mar-
gin at Fco. A large phase margin is desirable, but if Fz is too low, the
gain at 120 Hz will be insufficient (Figure 12.8), and 120-Hz attenua-
tion will be poor. If Fp is too high (Figure 12.8), high-frequency gain
will be excessive and noise spikes will be amplified.
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Thus a compromise is sought. This compromise, and a more exact
analysis of the problem, is made easy by introducing the concept of
transfer functions, poles, and zeros as shown below.

12.4 Error-Amplifier Transfer Function,
Poles, and Zeros

An operational amplifier circuit, with input arm complex impedance
Z1 and feedback arm complex impedance Z2, is shown in Figure 12.9.
Its gain is −Z2/Z1. If Z1 is a pure resistor R1 and Z2 is a pure resistor
R2 as in Figure 12.7a , gain is −R2/R1 and is independent of frequency.
Phase shift between Vin and Vo is 180◦, since the input is applied to
the inverting terminal.

Impedances Z1, Z2 are expressed in terms of the complex variable
s = j2π f = jω. Thus the impedance of capacitor C1 is 1/sC1, and
that of resistor R1 and capacitor C1 in series is R1 + 1/sC1.

The impedance of an arm consisting of capacitor C2 in parallel with
series combination R1, C1 is

Z = (R1 + 1/sC1)(1/sC2)
R1 + 1/sC1 + 1/sC2

(12.2)

The transfer function of the error amplifier is written in terms of its
Z1, Z2 impedances, which are expressed in terms of the complex vari-
able s. Thus G(s) = −Z2(s)/Z1(s), and by algebraic manipulation,
G(s) is broken down into a simplified numerator and denominator
which are functions of s : G(s) = N(s)/D(s). The numerator and de-
nominator, again by algebraic manipulation, are factored and N(s),

FIGURE 12.9 Various gain-versus-frequency and phase shift–versus-
frequency curves are possible by connecting different RC combinations in
the input and feedback arms. By expressing impedances Z1 and Z2 in terms
of the s = jω operator, and performing a number of algebraic manipulations,
a simplified expression for the gain arises. From this simplified gain
expression (transfer function) the gain-versus-frequency and phase
shift–versus-frequency curves can be drawn easily.
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D(s) are expressed in terms of these factors. Thus

G(s) = N(s)
D(s)

= (1 + sz1)(1 + sz2)(1 + sz3)
sp0(1 + sp1)(1 + sp2)(1 + sp3)

(12.3)

These z and p values are RC products, and the corresponding fre-
quencies are obtained by setting the factors equal to zero. Thus

1 + sz1 = 1 + j2π f z1 = 1 + j2π f R1C1 = 0 or f1 = 1/(2π R1C1)

The frequencies corresponding to the z values are called zero fre-
quencies, and those corresponding to the p values are called pole
frequencies. There is always a factor in the denominator which has
the “1” missing (note sp0 above). This represents an important pole
frequency, Fpo = 1/(2π Ro/Co ), which is called the pole at the origin.

From the location of the pole at the origin, and the zero and pole
frequencies, the gain-versus-frequency characteristic of the error am-
plifier can be drawn as discussed below.

12.5 Rules for Gain Slope Changes Due
to Zeros and Poles

The zero and pole frequencies are points where the error-amplifier
gain slope changes. A zero represents a +1 change in gain slope. Thus
(Figure 12.10a ), if a zero appears at a point in frequency where the
gain slope is zero, it turns the gain into a +1 slope. If it appears where
the original gain slope is −1 (Figure 12.10b), it turns the gain slope
to zero. Or if there are two zeros at the same frequency (two factors
in the numerator of Eq. 12.3 having the same RC product) where the
original gain slope is −1, the first zero turns the gain slope horizontal,
and the second zero at the same frequency turns the gain into a +1
slope (Figure 12.10c).

A pole represents a −1 change in gain slope. If it appears at a fre-
quency where the original gain slope is zero, it turns the slope to −1
(Figure 12.10d). If there are two poles at the same frequency at a point
where the original gain slope is +1, the first turns the slope horizontal
and the second turns the slope to −1 (Figure 12.10e).

A pole at the origin, like any pole, represents a gain slope of −1.
It also indicates the frequency at which the gain is 1 or 0 dB. Thus,
drawing the total gain curve for an error amplifier starts as follows.
At 0 dB and the frequency of the pole at the origin Fpo = 1/(2π RoCo ),
draw a line backward in frequency with a slope of −1 (Figure 12.11).
Now if somewhere on this line the transfer function has a zero at a
frequency Fz = 1/2π R1C1, turn the gain slope horizontal above Fz.
Extend the horizontal gain indefinitely, or until some higher frequency
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FIGURE 12.10 (a ) A zero appearing on a gain curve where the original slope
was horizontal turns that gain slope to +1 or +20 dB/decade. (b) A zero
appearing on a gain curve where the original slope was −1 turns that gain
slope horizontal. (c) Two zeros at the same frequency appearing on a gain
curve where the original slope was −1 turns that slope to +1. (d) A pole
appearing on a gain curve where the original slope is horizontal turns that
slope to −1 or −20 dB/decade. (e) Two poles at the same frequency
appearing on a gain curve where the original slope is +1 turns that slope
to −1.

where there is a pole in the transfer function at Fp = 1/(2π R2C2), turn
the horizontal slope into a −1 slope (Figure 12.11).

The gain along the horizontal part of the transfer function is R2/R1,
which is made equal and opposite in decibels to that of the Gt curve
(Figure 12.6) at Fco.

FIGURE 12.11 Drawing the gain curve for the error amplifier of Figure 12.7b
directly from its transfer function of Eq. 12.3.
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Thus an error-amplifier gain curve having a single pole at the origin,
a single zero below this, and another single pole above has the desired
shape shown in Figure 12.11. It is implemented with the circuit of
Figure 12.7b. It remains only to select the zero and pole frequencies
which yield the desired phase margin. This will be discussed below.

12.6 Derivation of Transfer Function
of an Error Amplifier with Single Zero
and Single Pole from Its Schematic

It has been shown above that an error amplifier with a single zero, a
pole at the origin, and another single pole in that order, has a gain-
versus-frequency curve as in Figure 12.11.

Now it will be demonstrated how the transfer function of an error
amplifier is derived, and that the circuit of Figure 12.7b does have a
single zero, a pole at the origin, and another single pole. Gain of the
circuit in Figure 12.7b, ignoring polarity, is

G = dVo

dVi

= Z2

Z1

= (R2 + 1/jωC1)(1/jωC2)
R1(R2 + 1/jωC1 + 1/jωC2)

Now introduce the complex variable s = jω. Then

G = (R2 + 1/sC1)(1/sC2)
R1(R2 + 1/sC1 + 1/sC2)

And by algebraic manipulation

G = 1 + s R2C1
s R1(C1 + C2)(1 + s R2C1C2/(C1 + C2))

And since generally C2 
 C1

G = 1 + s R2C1
s R1(C1 + C2)(1 + R2C2)

(12.4)

The error amplifier of Figure 12.7b, having the transfer function of
Eq. 12.4, is commonly referred to as a Type 2 amplifier in conformance
with the designation introduced by Venable in his classic paper.1 A
Type 2 error amplifier is used when the output filter capacitor has an
ESR such that Fco lies on a −1 slope of the G1 curve (Figure 12.6).
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Examination of this transfer function for the circuit of Figure 12.7b
permits immediate drawing of its gain characteristic as follows
(Figure 12.11). Equation 12.4 shows that this circuit has a pole at the
origin at Fpo = 1/(2π R1(C1 + C2)). Start at 0 dB at this frequency,
and draw a line toward lower frequency with a slope of −1.

From Eq. 12.4, the circuit has a zero at Fz = 1/(2π R2C1). The sloped
line just drawn should turn horizontal above Fz. Again from Eq. 12.4,
the circuit has a pole at Fp = 1/(2π R2C2). The horizontal line just
drawn should turn into a −1 slope above Fp .

Now that the transfer function of the Type 2 error amplifier can be
drawn from its pole and zero frequencies, it remains to locate them,
by choosing R1, R2, C1, C2 to achieve the desired phase margin. This
is demonstrated below.

12.7 Calculation of Type 2 Error-Amplifier
Phase Shift from Its Zero and Pole
Locations

Adopting Venable’s scheme1, the ratios Fco/Fz = Fp/Fco = K will be
chosen.

A zero, like an RC differentiator (Figure 12.2b), causes a phase lead.
A pole, like an RC integrator (Figure 12.2a ), causes a phase lag.

The phase lead at any frequency F due to a zero Fz is

θld = tan−1 F
Fz

We are interested in the phase lead at Fco due to a zero at Fz. This is

θld(at Fco) = tan−1 K (12.5)

The phase lag at a frequency F due to a pole at Fp is

θlag = tan−1 F
Fp

and we are interested in the lag at Fco due to the pole at Fp . This is

θlag(at Fco) = tan−1 1
K

(12.6)

The total phase shift at Fco due to the lead of the zero at Fz and the lag
due to the pole at Fp is the sum of Eqs. 12.5 and 12.6.

These shifts are in addition to the inherent low-frequency phase
shift of the error amplifier with its pole at the origin. Also, the error
amplifier is an inverter, which causes a 180◦ phase shift.
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K Lag (from Eq. 12.7)

2 233◦

3 216◦

4 208◦

5 202◦

6 198◦

10 191◦

TABLE 12.1 Phase Lag Through a Type 2 Error Amplifier
for Various Values of K (= Fco/Fz = Fp/Fco)

The pole at the origin causes a 90◦ phase shift. This is another way
of saying that at low frequencies, the circuit is just an integrator with
resistor input and capacitor feedback. This is seen from Figure 12.7b.
At low frequencies, the impedance of C1 is much greater than that of
R2. The feedback arm is thus only C1 and C2 in parallel.

Thus the phase lag is 180◦ because of the phase inversion, plus 90◦
inherent low-frequency lag due to the pole at the origin, for a total lag
of 270◦. Total phase lag, including the lead due to the zero and lag due
to the pole, is then

θ(total lag) = 270◦ − tan−1 K + tan−1 1
K

(12.7)

Note that this is always a net phase lag, because when K is large (zero
and pole frequencies far apart), the lead due to the zero is a maximum
of 90◦, and the lag due to the pole tends to 0◦.

Total phase lag through the error amplifier, calculated from Eq. 12.7,
is shown in Table 12.1.

12.8 Phase Shift Through LC Filter
with Significant ESR

The total open-loop phase shift consists of that of the error ampli-
fier plus that of the output LC filter, since the contribution of the
modulator is small and generally neglected. Figure 12.3b showed for
Ro = 20

√
Lo/Co and no ESR in the filter capacitor, the lag through the

filter only is already 175◦ at 1.2Fo .
This lag is modified significantly if the output capacitor has an ESR

as in Figure 12.5b. In that figure, the gain slope breaks from a −2 to
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Fco/Fesro Phase lag Fco/Fesro Phase lag

0.25 166◦ 2.5 112◦

0.50 153◦ 3 108◦

0.75 143◦ 4 104◦

1.0 135◦ 5 101◦

1.2 130◦ 6 99.5◦

1.4 126◦ 7 98.1◦

1.6 122◦ 8 97.1◦

1.8 119◦ 9 96.3◦

2.0 116◦ 10 95.7◦

TABLE 12.2 Phase Lag Through an LC Filter
at Fco Due to a Zero at Fesro

a −1 slope at the so-called ESR zero frequency Fesr = 1/(2π ResrCo ).
Recall that at Fesr, the impedance of Co equals that of Resr. Beyond
Fesr, the impedance of Co becomes smaller than Resr and the circuit
becomes increasingly like an LR rather than an LC circuit. Moreover,
an LR circuit can cause only a 90◦ phase lag as compared to the possible
maximum of 180◦ for an LC circuit.

Thus the ESR zero contributes a phase lead to the possible maximum
180◦ of the LC filter. Phase lag at a frequency F due to an ESR zero at
Fesro is

θic = 180◦ − tan−1 F
Fesro

and since we are interested in the phase lag at Fco due to the zero at
Fesro

θlc = 180◦ − tan−1 Fco

Fesro
(12.8)

Phase lags through an LC filter having an ESR zero are shown in
Table 12.2 for various values of Fco/Fesro (from Eq. 12.8).

By setting the error-amplifier gain in the horizontal part of its gain
curve (Figure 12.6) equal and opposite to the Gt (Figure 12.6) at Fco,
the location of Fco is fixed where it is desired. Since Fco is located on
the −1 slope portion of the Gt curve, the total open-loop gain curve
will pass through Fco at a −1 slope. From Tables 12.1 and 12.2, the
proper value of K (locations of the zero and pole) is established to
yield the desired phase margin.
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12.9 Design Example—Stabilizing a Forward
Converter Feedback Loop with a
Type 2 Error Amplifier

The design example presented below demonstrates how much of the
material discussed in previous chapters is interrelated.

Stabilize the feedback loop for a forward converter with the follow-
ing specifications:

Vo 5.0 V

Io(nom) 10 A

Minimum Io 1 A

Switching frequency 100 kHz

Minimum output ripple (peak to peak) 50 mV

It is assumed that the filter output capacitor has significant ESR,
and that Fco will occur on the −1 slope of the LC filter. This permits
the use of a Type 2 error amplifier with the gain characteristics of
Figure 12.6. The circuit is shown in Figure 12.12.

First, Lo , Co will be calculated and the gain characteristic of the
output filter will be drawn. From Eq. 2.47

Lo = 3Vo T
Ion

= 3 × 5 × 10−5

10

= 15 × 10−6H

and from Eq. 2.48

Co = 65 × 10−6 dI
Vor

where dI is twice the minimum output current = 2 × 1 = 2 A and Vor
is the output ripple voltage = 0.05 V. Then Co = 65 × 10−6 × 2/0.05 =
2600 microfarads.

Corner frequency of the output LC filter, from Section 12.2.3, is

Fo = 1/(2π
√

LoCo )

= 1/(2π
√

15 × 10−6 × 2600 × 10−6)

= 806 Hz
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FIGURE 12.12 Forward converter design example schematic for stabilizing
the feedback loop.

Again from Section 12.2.3, the frequency of the ESR zero is

Fesr = 1/(2π ResrCo )

= 1/(2π(65 × 10−6))

= 2500 Hz

This assumes, as in Section 2.3.11.2, that over a large range of alu-
minum electrolytic capacitor magnitudes and voltage ratings, ResrCo
is constant and equal to 65 × 10−6.

From Eq. 12.1, the modulator gain is Gm = 0.5(Vsp −1)/3, and when
the duty cycle is 0.5, for Vo = 5V, Vsp = 11 V since Vo = (Vsp −1)Ton/T .
Then Gm = 0.5(11 − 1)/3 = 1.67 = +4.5 dB.

For the typical SG1524-type PWM chip, which needs 2.5 V at the
reference input to the error amplifier, Rs1 = Rs2 for Vo = 5 V. Sam-
pling network gain is Gs = −6 dB. Then Gm + Gs = +4.5 − 6.0 =
−1.5 dB.
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FIGURE 12.13 Design example—stabilizing the feedback loop
for Figure 12.12.

The open-loop gain curve of everything but the error amplifier is
Gt = G1c + Gm + Gs , and is drawn in Figure 12.13 as curve ABCD.
From Ato the corner frequency at 806 Hz (B) it has a gain of Gm+Gs =
−1.5 dB. At B, it breaks into a −2 slope and continues at that slope up
to the ESR zero at 2500 Hz (C). At point C , it breaks into a −1 slope.

Crossover frequency is set at one-fifth the switching frequency or
20 kHz. From the Gt curve, gain at 20 kHz is −40 dB (numerical gain
of 1/100). To make 20 kHz the crossover frequency, the error-amplifier
gain at that frequency is set at +40 dB. Since the total open-loop gain of
the error amplifier plus curve ABCD must pass through the crossover
point M at a −1 slope, the error-amplifier gain curve must have zero
slope between points F and G in curve EFGH, since ABCD already
has a −1 slope at Fco = 20 kHz.

This horizontal gain slope between points F and G is obtained as
described above with a Type 2 error amplifier. The gain of the Type
2 error amplifier in the horizontal part of its slope is R2/R1. If R1 is
arbitrarily set at 1 k�, R2 is 100 k�.

A zero is located at F to increase low-frequency gain and degen-
erate 120-Hz line ripple, and a pole is located at G to decrease high-
frequency gain and minimize thin noise spikes at the output. The zero
and the pole are located to give the desired phase margin.

We will design for 45◦ phase margin. Then total phase shift around
the loop at 20 kHz is 360 − 45 = 315◦. The LC filter by itself causes a
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phase lag given by Eq. 12.7. From that equation, the lag with Fco =
20 kHz and Fesro = 2500 Hz is 97◦ (Table 12.2). Thus the error amplifier
is permitted only 315 − 97 or 218◦ of lag. Table 12.1 shows that for an
error-amplifier lag of 218◦, a K factor of slightly less than 3 would
suffice.

To provide somewhat more insurance, assume a K factor of 4, which
yields a phase lag of 208◦. This, plus the 97◦ lag of the LC filter, yields
a total lag of 305◦ and a phase margin of 360 − 305◦ or 55◦ at Fon.

For a K factor of 4, the zero is at Fz = 20/4 = 5 kHz. From Eq. 12.3,
Fz = 1/(2π R2C1). For R2 determined above as 100 k, C1 = 1/(2π

(100 k)(5 k)) = 318 × 10−12.
Again for the K factor of 4, the pole is at Fpo = 20 × 4 = 80 kHz.

From Eq. 12.3, Fpo = 1/(2π R2C2). For R2 = 100 k, Fpo = 80 kHz,
C2 = 1/(2π (100 k)(80 k)) = 20 × 10−12. This completes the design; the
final gain curves are shown in Figure 12.13. Curve IJKLMO is the total
open-loop gain. It is the sum of curves ABCD and EFGH.

12.10 Type 3 Error Amplifier—Application
and Transfer Function

In Section 2.3.11.2, it was pointed out that the output ripple Vor = RodI
where Ro is the ESR of the filter output capacitor Co and dI is twice
the minimum DC current. Most aluminum electrolytic capacitors do
have significant ESR. Study of many capacitor manufacturers’ catalogs
indicates that for such capacitors, RoCo is constant and has an average
value of 65 × 10−6.

Thus, using conventional aluminum electrolytic capacitors, the only
way to reduce output ripple is to decrease Ro , which can be done only
by increasing Co . This increases the size of the capacitor, which may
be unacceptable.

Within the past few years, capacitor manufacturers have been able
(at considerably greater cost) to produce aluminum electrolytic capac-
itors with essentially zero ESR for those applications where output
ripple must be reduced to an absolute minimum.

When such zero ESR capacitors are used, it affects the design of
the error amplifier in the feedback loop significantly. When the out-
put capacitor had significant ESR, Fco usually was located on the −1
slope of the output filter. This required a Type 2 error amplifier with
a horizontal slope at Fco in its gain-versus-frequency characteristic
(Figure 12.6).

With a zero ESR capacitor, the LC gain-versus-frequency curve con-
tinues falling at a −2 slope above the corner frequency (curve ABCD
in Figure 12.14). An error amplifier can be designed to have gain equal
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FIGURE 12.14 When the output capacitor has no ESR, its gain continues to
fall at a −2 slope. This requires an error amplifier with a +1 slope at Fco for
the total open-loop gain to pass through Fco at a −1 slope. To achieve the
above error-amplifier gain curve, two zeros are located at Fz and two poles
at Fp .

and opposite to the LC loss at the desired Fco, but for the total gain to
pass through Fco at a −1 slope, the error-amplifier gain curve must be
designed to have a +1 slope in its central region at Fco (curve EFGHI
in Figure 12.14).

The error-amplifier EA must have sufficient gain at lower frequen-
cies to reject 120-Hz line frequency input ripple. Also the total open-
loop gain must be zero at Fco, where the EA gain has a +1 slope. Thus
below the frequency Fz (Figure 12.14), the EA gain curve slope must
be −1. As described in Section 12.5, this is done by providing two
zeros at the same frequency (Fz) in the EA transfer function. Below
Fz, the gain falls at a −1 slope because of a pole at the origin which
will be provided. At Fz, the first zero turns the gain slope horizontal;
the second one turns it to a +1 slope.

The gain cannot be permitted to continue upward at a +1 slope
much beyond Fco. If it did, gain would be high at high frequencies,
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and noise spikes would get through to the output. Thus, as described
in Section 12.5, two poles are provided at point H at frequency Fp . The
first pole turns the +1 gain slope horizontal; the second pole turns it
to a −1 slope.

An EA with the gain-versus-frequency EFGHI in Figure 12.14 is
referred to as a Type 3 error amplifier, again following the widely used
Venable designation.1

As for the Type 2 error amplifier, location of the two zeros at Fz and
the two poles at Fp determines the phase lag at Fco. The wider the
separation between Fp and Fz, the greater the phase margin.

Like the Type 2 error amplifier, locating Fz at too low a frequency
reduces low-frequency gain and prevents sufficient degeneration of
120-Hz line ripple. Placing Fp at too high a frequency increases gain
at high frequencies and permits high-frequency noise spikes to come
through at greater amplitude.

Again a K factor is introduced to define the locations of Fz and Fp .
This factor is a ratio set to K = Fco/Fz = Fp/Fco. In the following
section, phase boost at Fco due to the double zero at Fz and phase lag
at Fco due to the double pole at Fp will be calculated.

12.11 Phase Lag Through a Type 3 Error
Amplifier as Function of Zero
and Pole Locations

In Section 12.7, it was pointed out that the phase boost at a frequency
Fco due to a zero at a frequency Fz is θzb = tan−1(Fco/Fz) = tan−1 K
(Eq. 12.4). If there are two zeros at the frequency Fz, the boosts are
additive. Thus boost at Fco due to two zeros at the same frequency Fz
is θ2zb = 2 tan−1 K .

Similarly, the lag at Fco due to a pole at Fp is θ1p = tan−1 (1/K )
(Eq. 12.5). The lags due to two poles at Fp are also additive. Thus lag
at Fco due to two poles at Fp is θ2p = 2 tan−1(1/K ). The lag and boost
are in addition to the inherent low-frequency 270◦ lag, which is the
180◦ phase inversion plus the 90◦ due to the pole at the origin.

Thus total phase lag through a Type 3 error amplifier is

θ = 270◦ − 2 tan−1 K + 2 tan−1(1/K ) (12.9)

Total phase lag through the Type 3 error amplifier is calculated from
Eq. 12.9 for various values of K (see Table 12.3).

Comparing Tables 12.3 and 12.1, it is seen that a Type 3 error am-
plifier with two zeros and two poles has considerably less phase lag
than does the Type 2 error amplifier, which has only a single zero and
a single pole.
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K Lag (from Eq. 12.9)

2 196◦

3 164◦

4 146◦

5 136◦

6 128◦

TABLE 12.3 Phase Lag Through Type 3 Error
Amplifier for Various Values of K = Fco/

Fz = Fp/Fco

However, the Type 3 error amplifier is used with an LC filter which
has no ESR zero to decrease the lag. Thus the lower lag of the Type 3
error amplifier is essential because of the higher lag of an LC filter
with no ESR.

12.12 Type 3 Error Amplifier Schematic,
Transfer Function, and Zero
and Pole Locations

The schematic of a circuit which has the gain-versus-frequency char-
acteristic of Figure 12.14 is shown in Figure 12.15. Its transfer function
can be derived in the manner described in Section 12.6 for the Type 2
error amplifier. Impedances of the feedback and input arms Z2 and Z1,
respectively, are expressed in terms of the s operator, and the transfer
function is G(s) = −Z2(s)/Z1(s). Algebraic manipulation yields the
following expression for the transfer function:

G(s) = dVo

dVin

= −(1 + s R2C1)[1 + s(R1 + R3)C3]
s R1(C1 + C2)(1 + s R3C3)[1 + s R2C1C2/(C1 + C2)]

(12.10)

This transfer function is seen to have

(a) A pole at the origin at a frequency of

Fpo = 1/[2π R1(C1 + C2)] (12.11)

This is the frequency where the impedance of R1 is equal to that
of C1 and C2 in parallel.
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FIGURE 12.15 Type 3 error amplifier. It has a pole at the origin, two zeros,
and two poles. Its transfer function is
G = dVo/dVi = −(1+s R2C1)[1+s(R1+R3)C3]

s R1(C1+C2)(1+s R3C3)[1+s R2C1C2/(C1+C2)]

(b) A first zero at a frequency of

Fz1 = 1/(2π R2C1) (12.12)

This is the frequency where the impedance of R2 equals that
of C1.

(c) A second zero at a frequency of

Fz2 = 1/[2π(R1 + R3)C3]

≈ 1/(2π R1C3) (12.13)

This is the frequency where the impedance of R1 + R3 equals
that of C3. R1 is generally much greater than R3.

(d) A first pole at a frequency of

Fp1 = 1
2π R2C1C2/(C1 + C2)

≈ 1/(2π R2C2) (12.14)

This is the frequency where the impedance of R2 equals that
of the series combination of C1 and C2. C1 is generally much
greater than C2.

(e) A second pole at a frequency of

Fp2 = 1/(2π R3C3) (12.15)

This is the frequency where the impedance of R3 equals that
of C3.

To yield the gain-versus-frequency curves of Figure 12.14, the RC
products will be chosen so that Fz1 = Fz2 and Fp1 = Fp2. The location
of the double-zero and double-pole frequencies will be fixed by the
K factor, which yields the desired phase margin. Gain of the error
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amplifier on the +1 slope of Figure 12.14 will be set equal to the loss
of the LC filter (Figure 12.14) at the desired Fco.

From Table 12.3 and the transfer function of Eq. 12.10, the RC prod-
ucts which set the zero and pole frequencies at the desired points are
determined as in the design example below.

12.13 Design Example—Stabilizing a
Forward Converter Feedback Loop
with a Type 3 Error Amplifier

Design the feedback loop for a forward converter having the following
specifications:

Vo 5.0 V

Io(nom) 10 A

Io(min) 1.0 A

Switching frequency 50 kHz

Output ripple (peak to peak) < 20 mV

Assume that the output capacitor is of the type advertised as having
zero ESR.

First the output LC filter and its corner frequency are calculated.
Refer to Figure 12.15. From Eq. 2.47

Lo = 3Vo T
Io

= 3 × 5 × 20 × 10−6

10

= 30 × 10−6 H

It was assumed that the output capacitor had zero ESR, so ripple due
to ESR should be zero. But there is a small capacitive ripple component
(Section 1.3.2). This is usually very small, so a filter capacitor much
smaller than the 2600-μF capacitor used in the Type 2 error-amplifier
design example can be used. To be conservative, for this design assume
the same 2600-μF capacitor is used, and that it has zero ESR. Then

Fo = 1/(2π
√

LoCo )

= 1/(2π
√

30 × 10−6 × 2600 × 10−6)

= 570 Hz
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FIGURE 12.16 Gain curves—design example of Section 12.13. Output
capacitor with zero ESR and Type 3 error amplifier.

Assume, as for Type 2 error-amplifier design example, that the mod-
ulator plus sampling divider gain is −1.5 dB. The gain of the LC filter
plus modulator plus sampling divider is plotted in Figure 12.16 as
curve ABC. It is horizontal at a level of −1.5 dB up to the corner fre-
quency of 570 Hz at point B. There it changes abruptly to a −2 slope
and remains at that slope since the capacitor has no ESR.

Frequency Fco is chosen as one-fifth the switching frequency or
50/5 = 10 kHz. On curve ABC of Figure 12.16, loss at 10 kHz is
−50 dB. To force 10 kHz to be Fco, the error-amplifier gain at 10 kHz is
set at +50 dB (point F in Figure 12.16). However, the error amplifier
must have a +1 slope at Fco to yield a net −1 slope when added to
the −2 slope of the LC filter. Thus, at point F draw a line of +1 slope.
Extend this in the direction of lower frequency to Fz—the frequency
of the double zero. Extend it in the direction of higher frequencies
to Fp,the frequency of the double pole. Then determine Fz and Fp
from the K factor (Table 12.3) required to yield the desired phase
margin.

Assume a phase margin of 45◦. Then at Fco the total phase lag of the
error amplifier plus the LC filter is 360 − 45 = 315◦. But the LC filter,
not having an ESR zero, has a lag of 180◦. This leaves a permissible lag
of 315 − 180 = 135◦ for the error amplifier. From Table 12.3, a K factor
of 5 yields a lag of 136◦, which is close enough. For Fco = 10 kHz,
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K = 5, Fz is 2 kHz, and Fp is 50 kHz. Thus in Figure 12.16, the +1
sloped line is extended down to 2 kHz at E , where it breaks upward
to a −1 slope due to the pole at the origin. It is extended on a +1 slope
from Fz to the double-pole frequency at 50 kHz. There it turns down
to a −1 slope because of the two poles.

The curve IJKLMN is the total open-loop gain and is the sum of
curves ABC and DEFGH. It is seen to have a gain of 0 dB at 10 kHz
(the crossover frequency Fco) and to pass through Fco at a −1 slope.
The K factor of 5 yields the required 45◦ phase margin. Components
must now be selected to yield the error-amplifier gain curve DEFGH
in Figure 12.16.

12.14 Component Selection to Yield
Desired Type 3 Error-Amplifier
Gain Curve

There are six components to be selected (R1, R2, R3, C1, C2, C3), and
four equations for zero and pole frequencies (Eqs. 12.12 to 12.15).

Arbitrarily choose R1 = 1 k�. The first zero (at 2000 Hz) occurs
when R2 = XC1 and the impedance of the feedback arm above that
frequency is mainly that of R2 itself. Using the asymptote approxi-
mations of Figure 12.16, gain at 2000 Hz is R2/R1. From Figure 12.16,
gain of the error amplifier at 2000 Hz is +37 dB, or a numerical gain
of 70.8. Then for R1 = 1K , R2 = 70.8K , and from Eq. 12.12 we obtain

C1 = 1/(2π R2Fz)

= 1/(2π(70, 800)2000)

= 0.011 μF

from Eq. 12.14

C2 = 1/(2π R2Fp)

= 1/(2π(70, 800)50, 000)

= 45 pF

from Eq. 12.13

C3 = 1/(2π R1Fz)

= 1/(2π(1000)2000)

= 0.08 μF
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and finally from Eq. 12.15

R3 = 1/(2πC3Fp)

= 1/(2π(0.08 × 10−6)50, 000)

= 40 �

12.15 Conditional Stability in Feedback Loops
A feedback loop may be stable under normal operating conditions
when it is up and running, but can be shocked into continuous os-
cillation at turn on, or by a line input transient. This odd situa-
tion, called conditional stability, can be understood from Figure 12.17a
and 12.17b.

Figures 12.17a and 12.17b contain plots of total open-loop phase
shift and total open-loop gain versus frequency, respectively. Con-
ditional stability may arise if there are two frequencies (points A
and C) at which the total open-loop phase shift reaches 360◦ as in
Figure 12.17a .

Recall that the criterion for oscillation is that at the frequency where
the total open-loop gain is unity or 0 dB, the total open-loop phase shift
is 360◦. The loop is still stable if the total open-loop phase shift is 360◦
at a given frequency but the total open-loop gain at that frequency is
greater than 1.

This may not be obvious, as it might appear that if, at some fre-
quency, the echo of a signal coming around the loop is exactly in
phase with the original signal but larger in amplitude, it would grow
larger in amplitude each time around the loop. It would thus build
up to a level where the losses would be such to limit the oscillation
to some high level and remain in oscillation. This does not occur, as
can be demonstrated mathematically. However, this demonstration is
outside the scope of the book, so we will simply accept that oscilla-
tions do not occur if the total open-loop gain is greater than unity at a
frequency where the total open-loop phase shift is 360◦.

Thus the loop is unconditionally stable at B in Figure 12.17a , be-
cause the open-loop gain there is unity but the open-loop phase shift is
less than 360◦ by about 40◦—i.e., there is a phase margin of 40◦at point
B. The loop is also stable at point C , since the open-loop phase shift
there is 360◦, but the gain is less than unity—i.e., there is gain margin
at point C . At point A the loop is conditionally stable. Although the
total open-loop phase shift is 360◦, the gain is greater than unity (about
+16 dB), and as stated, the loop is stable for those conditions.
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FIGURE 12.17 A loop may be conditionally stable if there are two
frequencies where the total open-loop phase shift is 360◦. The loop is
conditionally stable at point A if there is a momentary drop in gain to 0 dB,
such as may occur at initial turn “on,” and this may result in the conditions
for oscillation: 360◦ total open-loop phase shift and 0 dB gain. Once
oscillation breaks out, it will continue. Circuit is unconditionally stable at C ,
as a momentary increase in gain is unlikely.

Under certain conditions, however—for example, at initial turn
“on” when the circuit has not yet come to equilibrium and open-loop
gain momentarily drops 16 dB at the frequency of point A—the con-
dition for oscillation exists: gain is unity and phase shift is 360◦. The
circuit will break into oscillation and remain oscillatory. Point C is not
a likely location for such conditional oscillation, as it is not possible
for gain to increase momentarily.

If conditional stability exists (most likely at initial turn “on”), it is
likely to occur near the corner frequency of the output LC filter under
conditions of light load. It is seen in Figure 12.3a and 12.3b that a lightly
loaded LC filter has a large resonant bump in gain and high slope phase
shifts near its corner frequency. The large phase shifts can result in a
total of 360◦ near the LC corner frequency. Total open-loop gain is not
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easily predictable during a turn “on” transient, and momentarily may
be unity—and then the loop can break into oscillation.

It is rather difficult to calculate whether this may occur. The safest
way to avoid the possibility is to provide a phase boost at the LC
corner frequency, by introducing a zero there to cancel some of the
phase lag in the loop. This can be done easily by adding a capacitor in
shunt with the upper resistor in the output voltage sampling network
(Figure 12.12).

12.16 Stabilizing a Discontinuous-Mode
Flyback Converter

12.16.1 DC Gain from Error-Amplifier Output
to Output Voltage Node

Before proceeding, the reader should note some differences in symbols
used in the following sections from those in previous sections. Here,
Ro refers to the load resistance connected to the converter, whereas in
the forward converter it was the internal ESR of the output capacitor.
In the flyback discussed here, Rc is the output capacitor ESR. Refer to
Figure 12.18.

The essential elements of the loop are shown in Figure 12.18a . The
first step in designing the feedback loop is to calculate its DC and
low-frequency gain from the error-amplifier output Vea to the output
voltage node Vo . Assume an efficiency of 80%. Then from Eq. 4.2a

Po = 0.8(1/2L)( Ip)2

T
= (Vo )2

Ro
(12.16)

However, Ip = VdcTon L p; so

Po = 0.8L p(VdcTon/L p)2

2T
= (Vo )2

Ro
(12.17)

Referring to Figure 12.18b, the PWM compares the output of the
error-amplifier Vea to a 0- to 3-V triangle. It generates a rectangular
pulse (Ton, Figure 12.18c) whose width is equal to the time from the
start of the triangle to its intersection with the largely unchanging
voltage level Vea. This Ton will be the “on” time of power transistor
Q1. It is seen in Figure 12.18b that Vea/3 = Ton/T or Ton = VeaT/3.
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FIGURE 12.18 Discontinuous-mode flyback feedback loop. Note that Ro in
the text refers to R in the figure.

Putting this into Eq. 12.16, we have

Po = 0.8L p(Vdc/L p)2(VeaT/3)2

2T
= (Vo )2

Ro

or

Vo = VdcVea

3

√
0.4Ro T

L p
(12.18)

and the low-frequency gain from the error-amplifier output to the
output node is

�Vo

�Vea
= Vdc

3

√
0.4Ro T

L p
(12.19)
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12.16.2 Discontinuous-Mode Flyback
Transfer Function from
Error-Amplifier Output to Output
Voltage Node

Assume a small sinusoidal signal of frequency fn inserted in series
at the error-amplifier output. This will cause sinusoidal pulse-width
modulation of Ton, and amplitude modulation of the triangular cur-
rent pulses of peak amplitude Ip in the T1 primary. Consequently,
there is sinusoidal amplitude modulation of the triangular secondary
current pulses, whose instantaneous amplitude is Ip Np/Ns .

These triangular secondary current pulses are modulated at the
same sinusoidal frequency fn. There is thus a sinusoidal current of
frequency fn flowing into the top of the parallel combination Ro and
Co . Thus the output voltage across Co falls off in amplitude at the rate
of −20 dB/decade, or at a −1 slope above Fp = 1/(2π RoCo ).

This is simply another way of saying that the transfer function from
the error-amplifier output to the output voltage node has a pole at

Fp = 1/(2π RoCo ) (12.20)

and gain below the pole frequency is given by Eq. 12.19.
This is in contrast to topologies with an output LC filter, in which a

sinusoidal voltage inserted at the error-amplifier output node results
in a sinusoidal voltage at the input to the LC filter. That voltage, coming
through the LC filter, falls off in amplitude at −40 dB/decade rate or
−2 slope above the corner frequency. To use the common expression,
the LC filter has a two-pole rolloff at the output node.

This −1 slope or single-pole rolloff of the flyback topology output
circuit makes the error-amplifier transfer function required to stabilize
the feedback loop different from that for a forward converter. The
flyback converter output filter capacitor, in most cases, also has an
ESR zero at a frequency of

Fp = 1/(2π RcCo )

A complete analysis of the stabilization problem should consider max-
imum and minimum values of both DC input voltage and of Ro . Equa-
tion 12.19 shows low-frequency gain is proportional to Vdc and to the
square root of Ro . Further, the output circuit pole frequency is inversely
proportional to Ro . In the following graphical analysis, all four combi-
nations of Vdc and Ro should be considered individually, as the output
circuit transfer function may vary significantly with them.

For one output circuit transfer function (one set of line and load
conditions), the error-amplifier transfer function is designed to estab-
lish Fco at a desired frequency and to have the total gain curve pass
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FIGURE 12.19 Gain curves for stabilizing the feedback loop for the
discontinuous-mode flyback of the design example in Section 12.18.

through Fco with a −1 slope. Care must be taken, then, that under
different load and line conditions, the total gain curve does not pass
through Fco with a −2 slope and possibly cause oscillation.

For this example, we assume that Vdc variations are small enough
to be neglected. We then calculate low frequency gain from Eq. 12.19,
and output circuit pole frequency from Eq. 12.20. Assume Ro(max) =
10Ro(min).

In Figure 12.19, curve ABCD is the output circuit transfer function
for Ro(max). It has a gain given by Eq. 12.19 from A to B. At B, it breaks
into a −1 slope because of the output pole given by Eq. 12.20. At C , its
slope turns horizontal because of the ESR zero of the output capacitor.
Frequency at point C is given by Eq. 12.21, whereas in Section 12.7,
RcCo was taken as 65 × 10−6, which is typical for an aluminum elec-
trolytic capacitor over a large range of voltage and capacitance ratings.

Also in Figure 12.19, curve EFGH is the output circuit transfer func-
tion for Ro(min) = Ro(max)/10. Its pole frequency is 10 times that for Ro ,
because Fp is inversely proportional to Ro . Low-frequency gain below
point F is 10 dB below that for Ro(max) below point B, as this gain is
proportional to the square root of Ro (20 log

√
10 = 10 dB).

The output circuit transfer function for Ro(min) is drawn as follows.
Go to point F , which is at a frequency 10 times that of point B and
10 dB below point B. Draw a horizontal line back toward DC for the
low-frequency gain (line FE). Again at F , draw a line of −1 slope
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(−20 dB/decade) down to the right, and continue it to the ESR zero
frequency at G. At G, draw a line of horizontal slope toward higher
frequency.

Using the output circuit transfer functions ABCD and EFGH of
Figure 12.19, the error-amplifier gain or transfer function curve is
drawn as described below (Section 12.17).

12.17 Error-Amplifier Transfer Function
for Discontinuous-Mode Flyback

In Figure 12.19, for Ro(min) on curve EFGH, Fco is established at one-
fifth the switching frequency (point P1, 10 kHz in this example) as
stated in Section 12.3. Most often, Fco will occur on this horizontal
slope section of the output circuit transfer function.

The error amplifier is designed to have a gain at Fco (point P2) equal
and opposite to the output circuit loss at point P1. Since the slope of
EFGH at Fco is horizontal, the error-amplifier gain slope must be −1
at point P2.

Thus, go to point P2 and draw a line with a slope of −1 in the
direction of lower frequencies. Extend it to a frequency (point P3)
somewhat lower than the frequency at point C . At Ro(max), the output
circuit transfer function is ABCD. Since this new total gain curve also
must come through the new Fco at a −1 slope, this new Fco will occur
where the loss along the horizontal line CD is equal and opposite (at
point P4) to the gain of the error amplifier on its −1 slope.

The exact frequency for point P3 is not critical. It must be lower
than the frequency at point C to ensure that for the maximum Ro , this
maximum loss can be matched by the equal and opposite gain of the
error amplifier somewhere along its −1 slope.

Thus a pole is located at Fp , corresponding to the pole at point
P3. A Type 2 error amplifier is used. The input resistor R1 (Figure
12.18a ) is arbitrarily selected sufficiently high so as not to load down
the sampling resistor network (not shown).

Gain along the horizontal section (points P3–P5) is read from the
graph and made equal to R2/R1 (Figure 12.18a ). This fixes resistor R2.
From the pole frequency Fp and R2, the value of C2 = 1/(2π Fp R2) in
Figure 12.18a is fixed.

Now the gain is extended along the horizontal line P3–P5 and a
zero is introduced at point P5 to increase low-frequency gain and
provide a phase boost. Frequency of the zero Fz at point P5 is not
critical; it should be about a decade below Fp . To locate Fz, calculate
C1 = 1/(2π R2Fz).

The design example of the following section will clarify all the
above.
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12.18 Design Example—Stabilizing a
Discontinuous-Mode Flyback
Converter

Stabilize the feedback loop of the design example in Section 4.6.3. It is
assumed that the output capacitor has ESR, so a Type 2 error amplifier
will be used. The circuit is shown in Figure 12.18a . The specifications
are repeated here:

Vo 5.0 V

Io(nom) 10 A

Io(min) 1.0 A

Vdc(max) 60 V

Vdc(min) 38 V

Vdc(av) 49 V

Switching frequency 50 kHz

L p (calculated in Section 4.3.2.7) 56.6 μH

In Section 4.3.2.7, Co was calculated as 2000 μF, but it was pointed
out there that at the instant of turn “off,” the peak secondary current of
66 A would cause a thin spike of 66 × 0.03 = 2 V across the anticipated
ESR of 0.03 � for a 2000-μF capacitor. It was noted that either this thin
spike could be integrated away with a small LC circuit, or Co could be
increased to lower its ESR.

Here both will be done. Capacitance Co will be increased to 5000 μF
to decrease Rc to (2/5)0.03 or 0.012 �s since Rc is inversely propor-
tional to Co . The initial spike at Q1 turn “off” is then 66 × 0.012 or
0.79 V peak. This can easily be filtered down to an acceptable level
with a small LC which will not affect the feedback loop.

Now the output circuit gain curve can be drawn, first for Ro(min) of
5 V/10 A = 0.5 �. The low-frequency gain from Eq. 12.19 is

G = Vdc

3

√
0.4Ro T

L p

= 49
3

√
0.4 × 0.5 × 20 × 10−6

56.6 × 10−6

= 4.3

= +12.8 dB
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Pole frequency, from Eq. 12.20, is

Fp = 1/(2π RoCo )

= 1/(2π0.5 × 5000 × 10−6)

= 63.7 Hz

and ESR zero frequency, from Eq. 12.20, is

Fesro = 1/(2π RoCo )

= 1/(2π65 × 10−6)

= 2500 Hz

The output circuit gain curve for Ro = 0.5 � is then drawn as EFGH in
Figure 12.19. It is horizontal at a level of +12.8 dB up to Fp = 63.7 Hz.
There it breaks to a −1 slope down to the ESR zero at 2500 Hz. The
error-amplifier gain curve can now be drawn.

Choose Fco as one-fifth the switching frequency or 50/5 = 10 kHz.
On EFGH, the loss is −19 dB at 10 kHz. Hence make the error-amplifier
gain +19 dB at 10 kHz. Go to 10 kHz and +19 dB (point P2) and
draw a line with a slope of −1 (−20 dB/decade) in the direction of
lower frequency. Now extend that line to a frequency somewhat lower
than Fesro—say, to point P3 at 1 kHz, +39 dB. At point P3, draw a
horizontal line back to—say—300 Hz at point P5 where a zero will be
located.

The location of the zero is not critical. In Section 12.17, it was sug-
gested the zero at point P5 should be one decade below point P3.
Some designers actually neglect the zero at point P55, but here it is
added to gain some phase boost. Thus, for a zero at point P5, draw
the gain slope toward lower frequency at a −1 slope.

Now verify that for Ro(max) of 5 �, the total gain curve (output
circuit plus error-amplifier transfer function) comes through Fco at a
−1 slope.

For Ro = 5 �, Eq. 12.19 gives a DC gain of 13.8 or +23 dB. Eq. 12.20
gives the pole frequency as 6.4 Hz. The frequency of the ESR zero
remains at 2500 Hz. The output circuit transfer function for Ro = 5 �

is ABCD.
The new Fco is the frequency where the gain of the error amplifier

equals the loss on ABCD. This is seen to be at point P4 (3200 Hz),
where the output filter loss is −29 dB and the error-amplifier gain is
+29 dB. The sum of the error-amplifier gain and total gain ABCD has
a −1 slope as it passes through Fco.

It should be noted, however, that if Ro were somewhat larger, the
curve ABCD would be depressed to a lower gain along its entire length.
Then the point at which the previously fixed error-amplifier gain is
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equal and opposite to the output filter loss would occur on the −1
slope of each curve.

The total gain curve would then come through the new Fco at a
−2 slope and oscillations could occur. Thus, as a rule, discontinuous-
mode flybacks should be tested carefully for stability at minimum
load current (maximum Ro ).

The error-amplifier transfer function P6–P5–P3–P7 is imple-
mented as follows. In Figure 12.18a , arbitrarily choose R1 = 1000 �.
Gain at point P3 is seen in Figure 12.19 to be +38 dB, or a numerical
gain of 79. Thus R2/R1 = 79 or R2 = 79 k�. For the pole at point P3
at 1 kHz, C2 = 1/(2π Fp R2) = 2000 pF. For the error-amplifier zero at
300 Hz, C1 = 1/(2π Fz R2) = 6700 pF.

Because of the single-pole rolloff characteristic of the output circuit,
its absolute maximum phase lag is 90◦. Because of the ESR zero, usu-
ally it is much less and there rarely is a phase-margin problem in the
discontinuous-mode flyback.

Consider the situation for Ro = 0.5 �. Lag at Fco (10 kHz) due to
the pole at 64 Hz and the ESR zero at 2500 Hz is

Output circuit lag = tan1
(

10, 000
64

)
− tan1

(
10, 000
2500

)
= 89.6 − 76.0

= 13.6◦

and the error-amplifier lag at 10,000 Hz due to the zero at 300 Hz and
the pole at 1000 Hz (see Figure 12.20, curve P6–P5–P3–P7) is

270 − tan−1
(

10, 000
300

)
+ tan−1

(
10, 000
1000

)
= 270 − 88 + 84 = 266◦

Total phase lag at 10 kHz is then 13.6+266 = 280◦. This yields a phase
margin at Fco of 80◦.

12.19 Transconductance Error Amplifiers
Many of the commonly used PWM chips (1524, 1525, 1526 family) have
transconductance error amplifiers. Transconductance gm is the change
in output current per unit change in input voltage. Thus

gm = d Io

dVin

For shunt impedance Zo at the output node of the error amp to ground

dVo = d Io Zo = gmdVin Zo
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FIGURE 12.20 (a ) Open-loop unloaded gain curve for PWM chip 1524, 1525
error amplifiers shown as ABCD. When loaded with indicated shunt
resistance to ground, gain is constant at G = gm Ro . (Courtesy of Silicon
General) (b) A Type 2 error-amplifier gain curve with shunt network to
ground. (c) Gain with circuit of Figure 12.20b is A− Fz − Fp − B;
Fz = 1/(2π R1C1); Fp = 1/(2π R1C2).

or gain G is

G = dVo

dVin
= gm Zo

The unloaded, open-loop 1524, 1525-family amplifiers have a nom-
inal low-frequency gain of +80 dB, a pole at 300 Hz, and gain slope
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above the pole of −1, or −20 dB/decade slope. This is seen as curve
ABCD in Figure 12.20a .

A pure resistance Ro in shunt from output node of the error amp
to ground yields a gain curve which is constant and equal to gm Ro
from DC up to the frequency where it intersects the curve ABCD in
Figure 12.20a . For the 1524, 1525 family, gm is nominally 2 mA/V. Thus
gains for Ro = 500 k, 50 k, and 30 k are 1000, 100, and 60 respectively
and are shown as curves P1–P2, P3–P4, and P5–P6 in Figure 12.20a .

In most cases, Type 2 error-amplifier gain characteristics are
required. This is easily obtained with the network shown in
Figure 12.20b.

At low frequencies, XC1 is much greater than R1, and C1 and C2 are
effectively in parallel with the internal 100 pF to ground which causes
the open-loop 300-Hz pole. This shifts the 300-Hz pole to a lower
frequency, and above that lower frequency, gain resumes falling at a
−1 slope. At a frequency Fz = 1/(2π R1C1), where XC1 = R1, there is
a zero and gain slope turns horizontal at a magnitude gm R1. Higher
in frequency at Fp = 1/(2π R1C2) where XC2 = R1, the pole turns the
gain slope to −1.

The gain curve with the circuit configuration of Figure 12.20b is
shown in Figure 12.20c.

Most frequently, in the 1524, 1525 family of PWM chips the error-
amplifier gain curves are shaped in the above-mentioned fashion with
the network of Figure 12.20b shunted to ground, rather than being
used in the conventional operational-amplifier mode.

Whether a network is shunted to ground as in Figure 12.20b, or
returned to the inverting input terminal as in a conventional opera-
tional amplifier, there is a restriction on the magnitude of R1 arising
from the following. The internal error amplifiers in the above-
mentioned chips cannot source or sink more than 100 μA. With a
3-V triangle at the PWM comparator, the error-amplifier output may
have to move the entire 3 V for sudden line or load changes. For R1
less than 30 k�, this fast 3-V swing would demand more than the
available 100 μA. Response time to fast load or line changes would be
sluggish.

Because of this 100-μA limit on output current, many designers
prefer not to use the error amplifier internal to the PWM chip. Since
the chip’s EA output node is brought out to one of the pins, some
prefer to use a better, external error amplifier and connect it to the
chip’s error–amplifier output node.

However, it may be essential from a cost viewpoint to use the chip’s
internal error amplifier. Calculation of the converter output filter may
show that its loss at Fco is so great that to match the error-amplifier
gain to it, R1 must be less than 30 k�. If this happens, R1 can be set to
30 k� to match an arbitrarily increased output filter loss at Fco. This
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increased output filter loss at Fco can easily be achieved by shifting
its pole frequency to a lower value by increasing the output filter
inductance or capacitance.
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C H A P T E R 13
Resonant Converters

13.1 Introduction
As new integrated circuits lead to more electronic functions in smaller
packages, it becomes essential for power supplies to become smaller.
Power supplies get smaller mainly by increasing their operating fre-
quency to decrease the size of the power transformer and output LC or
capacitive filter. Supplies also get smaller by increasing their efficiency
so as to require smaller heat sinks.

Thus a major objective in present-day power supply technology is
to operate at switching frequencies higher than the currently com-
monplace 100 to 200 kHz.

However, going to higher switching frequencies with the conven-
tional square current waveform topologies discussed up to this point
increases transistor switching losses at both turn “off” and turn “on.”
Turn “on” losses, due to charging and discharging MOSFET output
capacitances (Section 11.1), become very important at frequencies over
1 MHz.

As discussed in Chapters 11 and 1, the overlap of falling collector
current and rising collector voltage during turn “off” yields a high
spike of dissipation. As switching frequency increases, there are more
high-dissipation spikes per second, which results in higher average
transistor dissipation. The higher losses require larger heat sinks, so
that there may not be any size decrease, despite the smaller power
transformer and output filter. Further, the junction-to-case tempera-
ture rise with the usual 1◦C/W junction-to-case thermal resistance
may still result in dangerous transistor junction temperature.

Adding snubbers (Chapter 11) at collector or drain outputs reduces
transistor switching losses. If a dissipative RCD snubber is used (Sec-
tion 11.3), it does not decrease total dissipation—it simply shifts losses
from the transistor to the snubber resistor. Nondissipative snubbers
(Section 11.6) do reduce transistor switching losses but are trouble-
some at frequencies over 200 kHz.

607
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13.2 Resonant Converters
To operate at higher frequencies, which will permit smaller power
supplies, transistor switching losses at turn “off” and turn “on” must
be fundamentally decreased. This is achieved in resonant converters
by associating a resonating LC circuit with the switching transistor,
to render its current sinusoidal rather than square wave in shape.
It is then arranged to turn the transistor “on” and “off” at the zero
crossings of the current sine wave. As a result there is little overlap
of falling current and rising voltage at turn “off” or at turn “on” and
hence very much reduced switching losses. Circuits which turn “on”
and “off” at zero current are referred to as zero current switching (ZCS)
types.1

We have seen previously (Section 11.1) that switching losses can oc-
cur at turn “on” even though there is no overlap of rising voltage and
falling current at the zero crossing of the current sine wave. In Sec-
tion 11.1 it was pointed out that considerable energy [0.5Co (2Vdc)2]
is stored on the relatively large output capacitance of a MOSFET.
When the MOSFET is turned “on” once per period T , it dissipates
0.5Co (2Vdc)2/T watts in the MOSFET. Circuits designed to cope with
this problem are called zero-voltage-switching (ZVS) types.2

ZVS types work by designing the transistor output capacitance to
be part of that in a resonant LC circuit. Then the energy stored in the ca-
pacitance is returned without loss to the power supply bus. Operation
is similar to that of the nondissipative snubber of Section 11.6.

The industry found intense interest in resonant converters in the
mid 1980’s. Since then many researchers have produced a large num-
ber of articles on the subject. Dozens of new resonant converter topolo-
gies have been proposed and mathematically analyzed. Most of these
have been built and have achieved high efficiencies (80 to 97%) with
very high power density. Some claims exceeding 50 W/in3 have been
made for DC/DC converters, which do not have the large input filter
capacitor required of off-line converters.

However, these high density converters normally require cooling by
an external “cold plate” whose size and means of cooling are seldom
reckoned in calculating the published power densities.

Covering the very large number of resonant converter topologies
available and their large range of operating modes is beyond the scope
of this book, so I will present here only an overview of some of the
more well-proven topologies and their operating modes as examples
of what the resonant mode can provide.

It is worth noting here that in any new field of research, articles on a
new approach very frequently end with comments on its restricted us-
age, with limits on line and load variations and excessive component
stress. As with any emerging technology at the next conference the
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following year, new solutions to last year’s problems are offered by
numerous other investigators, and so on. As yet, resonant converters
do not have the flexibility of PWM converters. They do not cope well
with large line and load changes. Further, component tolerances are
more critical. A major limitation is that they operate at higher peak
transistor currents for the same output power than do conventional
PWM square-wave inverters, and in some circuit configurations they
subject devices to larger voltage stresses.

13.3 The Resonant Forward Converter
First we will consider the simplest resonant circuit, the resonant for-
ward converter. We are interested primarily to see how transistor turn
“off” is arranged to occur at zero current, and to see how critical the
exact turn “off” time may be. Figure 13.1 shows a simple resonant
forward converter3 operating in the discontinuous mode.

In the discontinuous mode the current in the resonant LC circuit is
not a continuous sine wave, but a sequence individual half or full
cycles of sine-wave current, separated by a large time interval Ts as in
Figure 13.1.

The resonant frequency of the circuit is Fr = 0.5/(t1−t0) and is fixed
by the passive resonant elements Lr and the resonant C reflected into
the primary, (Cr )(Ns/Np)2. The resonant frequency of the circuit is

Fr = 1/(2π

√
Lr Cr (Ns/Np)2) (13.1)

where Lr is the transformer leakage inductance, or that plus some
externally added small inductance to make the total Lr relatively in-
dependent of production variations in the leakage inductance itself.

Transistor Q1 is turned “on” at a switching frequency Fs = 1/Ts .
The circuit works as follows. First, Lr and Cr (Ns/Np)2 form a series
resonant circuit, with DC secondary current reflected by the trans-
former turns ratio in shunt across the reflected capacitance in the pri-
mary. In resonant converter parlance, this is a parallel resonant converter
(PRC), as the load is placed in parallel or shunt with the resonating
capacitor. Other circuits, to be discussed later, place the load in series
with the series resonating LC elements and are called series resonant
converters (SRCs).

Just prior to Q1 turn “on,” no current is flowing in the resonant
circuit, as it is discontinuous—i.e., there is a long time between half
sine waves (Figure 13.1). Thus when Q1 does turn “on” at t0, a half
sine wave of current starts through it. The current amplitude is zero
at time t0 since there has been no current flow in the resonant circuit
just prior to turn “on.”
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FIGURE 13.1 A resonant forward converter. In this type of converter,
capacitance Cr is reflected into the primary and resonates with Lr , the
transformer leakage inductance. The MOSFET gate is turned “off” shortly
after the zero crossing of the positive half cycle of drain current. When the
drain voltage rises at the end of the negative half cycle of current in D2, a
half cycle of resonant ring of the magnetizing inductance Lm with the
capacitance Cr reflected into the primary resets the T1 core.
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The current goes through its first positive half sine wave. At t1, it
passes through zero and reverses. This negative current is forced to
flow by the voltage stored on the resonating capacitor in the primary.
It flows up through the anode of D2 and completes its loop through
the supply source Vdc. For the half cycle that current flows through
D2, the Q1 drain to source voltage remains clamped to about −1 V
(the D2 forward drop). Between t1 and t2, there is no current in Q1
and its gate may be turned “off.” The Q1 “on”-time duration is not at
all critical. It must be greater than a half period of the resonant cur-
rent sine wave and less than a full period. At t2, the negative half sine
wave of current in D2 has returned to zero and now current in the
T1 magnetizing inductance drives the drain up toward 2Vdc to reset
the core. The magnetizing inductance and the capacitance reflected
across it from the secondary form another resonant circuit. When the
drain finally rises at t2, a negative half sine wave of voltage across
that resonant circuit resets the core exactly to its starting point on the
BH loop.

The objective of zero current turn “off” has thus been achieved, and
there is no turn “off” dissipation. The reverse recovery time of diode
D2 is short enough so that the dissipation is not significant—especially
since the current in it is already zero, or close to zero, when the drain
rises toward 2Vdc.

For the duration of the positive resonant half cycle (t1 − t0), the
primary is delivering a pulse of power to the secondary and the load.
The DC output voltage is regulated by varying the spacing between
these pulses—i.e., varying the switching frequency Fs = 1/Ts . If Vdc
goes up or the DC output load current goes down, the spacing between
pulses must increase (Fs must decrease)—and vice versa; as Vdc goes
down or load current increases, Fs must increase.

This method of voltage regulation—varying the switching fre-
quency Fs—can be considered a drawback of this resonant converter.
In many resonant topologies, pulse width (the half period of the res-
onant LC circuit) is maintained constant and its repetition frequency
is varied to get regulation.

Variable-frequency regulation is objectionable in some circum-
stances. Where a computer is involved, the designers often require
the power supply switching frequency to be synchronized to a sub-
multiple of the computer clock. This reduces the probability of power
supply noise spike pickup generating false ones or zeros in the com-
puter logic circuits. In conventional pulse-width-modulated convert-
ers, the switching frequency remains constant and the “on”-time pulse
width is varied.

Further, where a cathode-ray tube (CRT) screen is involved, it is
desirable to have the power supply switching frequency phase locked
with the CRT horizontal line frequency. When it not synchronized, it
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is possible that power supply switching frequency noise pickup can
appear as “herringbone interference” running in a random fashion
across the screen. When power supply switching frequency is constant
and phase locked to the CRT horizontal line rate, any noise pickup
remains at a fixed location on the screen and is far less disconcerting
to an operator.

13.3.1 Measured Waveforms in a Resonant
Forward Converter

The circuit in Figure 13.2a is a forward converter with maximum
output power of 32 W (5.2 V, 6.2 A). The circuit is designed for in-
put voltage Vdc of 150 V, and is shown at a switching frequency of
856 kHz. The transformer turns ratio is 10/1. It is of interest to see ac-
tual measured waveforms in a resonant forward converter of the type
discussed above. The waveforms in Figure 13.2b are from Reference 3,
and are reproduced with the courtesy of the authors, F. Lee and
K. Liu.

In the third waveform of Figure 13.2b, primary current is a half sine
wave whose resonant half period is 0.2 μs (Fr = 2.5 Hz). The secondary
capacitor is 0.15 μF, which reflects into the primary as 0.15(0.1)2 =
0.0015 μF. For Fr = 2.5 MHz, the transformer leakage inductance plus
any added discrete inductance must be

Lr = 1/
(
4π2 F 2

r C
) = 1/(4π(2.5)2(0.0015)10−6)

= 2.7 μH

In Figure 13.2b Waveform 1, the MOSFET gate is turned “off” shortly
after the first positive half cycle of the current sine wave has passed
through zero, thus meeting the objective of zero current turn “off.” It
is also seen in Waveform 4 that the drain voltage has started rising
shortly after the negative primary current through D2 has returned to
zero as discussed above.

The voltage across the secondary capacitor in Waveform 2, which
is a replica of the voltage across the primary magnetizing inductance,
has reversed polarity and resets the core as discussed above. That
waveform also indicates the maximum switching frequency Fs . The
minimum spacing between Q1 current pulses must be sufficient to
permit the negative half cycle in Waveform 2 to return to zero, after
the core has been reset fully.

The foregoing shows some of the difficulties in making resonant
converters work over large line and load variations. Consider the
2.7 μH calculated for the resonant inductor above. This is so small
that changes in wire lengths and routing to the transformer can result
in large percentage changes in the total inductance. For a value as
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FIGURE 13.2 Measured waveforms on a circuit such as in Figure 13.1.
(Courtesy of F. Lee and K. Liu.)
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small as 2.7 μH, production spread in the transformer can cause large
percentage variation in its leakage inductance. If the inductance in-
creases, the resonant half period increases. Then the MOSFET “on”
time, which should be greater than a resonant half period, may be too
short. The MOSFET may turn “off” before the end of a resonant half
period—i.e., before the current zero crossing.

Lr may be increased to make it less susceptible to variations from
transformer production spread and wire length and routing. This in-
creases the resonant half period and decreases the maximum switch-
ing frequency, which must be sufficiently low to permit complete core
reset.

If Lr is increased and Cr is decreased to maintain the same reso-
nant half period, the ratio Lr /Cr is increased. Since the peak of the
Q1 sine-wave current (Figure 13.2b, Waveform 3) is roughly inversely
proportional to

√
Lr/Cr , required maximum peak current and maxi-

mum DC output current may not be obtainable if Lr /Cr is increased.
Of course, many such problems may be solved in specific cases. This

is mentioned only as an indication that even such a simple resonant
converter has less flexibility than a square-wave circuit to cope with
varying specifications, line and load conditions, and manufacturing
tolerances.

It is of interest to note that a conventional forward converter oper-
ating at a relatively low frequency could yield equal output power at a
lower primary current than shown in Figure 13.2b. That figure shows
(for full-wave mode) peak current is 1.5 A for Vo = 3.56 V, Io = 4.2 A,
or 15.0 W at Vin of 120 V.

Equation 2.28 gives the peak primary current for a conventional
PWM square-wave forward converter as Ip = 3.13Po/Vdc = 3.13 ×
15/120 = 0.39 A. Table 7.2a shows that the next core smaller than the
2213 pot core used for Figure 13.2b could easily be used, and at a lower
frequency. The table shows that the 1811 core at 150 kHz could deliver
19.4 W in a forward converter operating at only 150 kHz.

This is not to put down resonant converters, but only to point out
the need to weigh them against conventional, proven topologies.

13.4 Resonant Converter Operating Modes
13.4.1 Discontinuous and Continuous:

Operating Modes Above and
Below Resonance

Operating modes can be continuous or discontinuous as shown in
Figure 13.1. In the discontinuous mode (DCM), as noted, output volt-
age regulation is accomplished by varying the switching frequency.
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FIGURE 13.3 Output voltage regulation by shifting switching frequency
along the slope of the resonant curve.

Power is delivered to the load as a sequence of discrete pulses whose
duration is short compared to the period.

If the output voltage must be raised because Vdc has gone down
or DC load current has been increased, the switching frequency or
repetition rate of the discrete pulses is increased. Conversely, if output
voltage has gone up because input voltage or output load resistance
has gone up, the repetition rate of the discrete pulses is decreased.

SCR resonant mode converters have been operating successfully in
the discontinuous mode for many years at frequencies in the range
of 20 to 30 kHz. (These are discussed in Chapter 6.) However, in
discontinuous-mode operation, large load and line changes result in
large changes in switching frequency. An improvement in this respect
is obtained by operating in the continuous-conduction mode (CCM).
In CCM, there is negligible gap between successive square-wave volt-
age pulses from the switching transistors or between successive cur-
rent sinusoids.

Fourier has shown that the fundamental component of any square
wave is a sine wave whose frequency is that of the square wave. A
resonant LC circuit has the characteristic impedance versus frequency
curve shown in Figure 13.3. To obtain amplitude control in CCM, the
average switching frequency is set either above or below resonance
on one side of the curve.

Direct-current output voltage in the CCM mode is proportional to
either the peak AC voltage on the resonating capacitor or the peak AC
current in the series resonating LC circuit. Output voltage regulation
is accomplished by moving the switching frequency along one side of
the resonant curve to change the output amplitude.

When the switching frequency is set above the resonant peak, it
is referred to as above-resonance mode (ARM). Operation below the
resonant peak is referred to as below-resonance mode (BRM).

In Figure 13.3, with a relatively steep or high Q curve, small changes
in frequency cause large changes in output amplitude.

Note that if the average switching frequency is above the reso-
nant peak (ARM), switching frequency must decrease to increase the



616 S w i t c h i n g P o w e r S u p p l y D e s i g n

output, and that in BRM, switching frequency must increase to in-
crease the output voltage or current.

We can now consider one of the problems with resonant convert-
ers. Much of the current literature indicates that CCM is becoming
the preferred mode of operation, because it results in a smaller fre-
quency range to achieve the usually desired load and line regulation.
However, if the feedback system has been designed for ARM, a major
problem can arise if operation shifts to BRM, because the control will
now be in the wrong direction.

In ARM, a decrease in the DC output voltage would be corrected by
the variable-frequency oscillator in the control loop decreasing switch-
ing frequency to move higher up on the resonant curve. However,
since the curve is relatively steep, a small change in the magnitudes of
the resonant L and C , due perhaps to production tolerances, can shift
the resonant frequency. If the resonant peak is shifted sufficiently, op-
eration could fall to the other side of the curve, and now the feedback
loop, sensing a decrease in output voltage, would still try to correct it
by decreasing switching frequency. This, of course, would result in a
further decrease in output voltage—i.e., positive rather than negative
feedback.

13.5 Resonant Half Bridge in
Continuous-Conduction Mode4

Much resonant converter development effort seems to be for half
bridge topologies, which will now be considered. The following dis-
cussion is based on a classic article by R. Steigerwald.4

13.5.1 Parallel Resonant Converter (PRC)
and Series Resonant Converter (SRC)

We have seen that the output power can be taken from the resonant LC
circuit in either of two ways. When the output load (reflected into the
power transformer primary) is reflected in parallel with the resonating
capacitor, the circuit is referred to as a parallel resonant converter (PRC).
When the load is reflected in series with the resonating LC circuit, it
is referred to as a series resonant converter (SRC).

A parallel loaded resonant half bridge is shown in Figure 13.4b; C f 1,
C f 2 are the input filter capacitors used in the scheme for generating a
rectified 320 V whether operation is from 120 or 220 VAC (Figure 5.1).
They are large capacitors used only to split the rectified DC and have
nothing to do with the resonant LC circuit.
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FIGURE 13.4 (a ) A series-loaded resonant half bridge. Inductance Lr

resonates with capacitance Cr . The load is reflected by T1 in series with the
resonant circuit. Transistors are turned “off” directly after the end of the first
half cycle of resonant current to achieve zero current switching. In series
loading, the output filter is capacitive. (b) A parallel-loaded resonant half
bridge. Inductance Lr resonates with capacitance Cr . The load is reflected by
T1 in shunt with the resonating capacitor. In parallel loading, the output
filter has a high-impedance inductor input to avoid lowering the Q of the
resonant circuit.

The capacitor Cr across the power transformer primary resonates
with an external inductor Lr at a frequency Fr = 1/(2π

√
Lr Cr ).

The output inductor Lo is large and has a high impedance at Fr so
that it does not load down Cr and kill the Q of the resonant LC cir-
cuit. Lo is sufficiently large that it runs in the continuous-conduction
mode (Section 1.3.6). The impedance seen across Cr is the output load
resistance multiplied by the turns ratio squared. The T1 magnetiz-
ing inductance is much larger than this and does not affect circuit
operation.
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FIGURE 13.5 (a ) The AC equivalent circuit for the series-loaded resonant
half bridge shown in Figure 13.4a . (b) The AC equivalent circuit for the
parallel-loaded resonant half bridge shown in Figure 13.4b. (c) The AC
equivalent circuit for a series-parallel-loaded resonant half bridge, often
called an LCC circuit. Steigerwald has shown that the AC gain between
outputs and inputs of the above equivalent circuits fixes the ratio between
DC output voltage, and half the DC input voltage. (Courtesy of R. Steigerwald.)

A series-loaded resonant half-bridge converter (SRC) is shown in
Figure 13.4a . Here an external inductor Lr resonates with the equiva-
lent capacitance Cr at the junction of the two Cr /2 capacitors. Again,
the C f capacitors are large line frequency filter capacitors that have
nothing to do with the resonant circuit operation. The load in an SRC is
the load resistor reflected by the turns ratio squared in series with the
resonating LC elements. In the series resonant circuit, the secondary
side inductor is omitted.
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The SRC is often used for high-voltage supplies as it requires no
output inductor. An output inductor for high output voltage is bulky.
The PRC is usually used for low-voltage, high-current supplies as the
output inductor limits ripple current in the output capacitor.

Both the series and parallel half bridges discussed below will op-
erate in the continuous-conduction mode. Since DC voltage is regu-
lated by varying the switching frequency, it is necessary to know how
AC voltage across the reflected load varies with frequency as oper-
ation moves along the side of the resonant curve. The rectified DC
output voltage is proportional to the AC voltage across the reflected
resistance.

13.5.2 AC Equivalent Circuits and Gain
Curves for Series-Loaded and
Parallel-Loaded Half Bridges
Operating in the Continuous-
Conduction Mode4

Figures 13.5a and 13.5b show the equivalent AC circuits for the series-
and parallel-loaded half bridges of Figures 13.4a and 13.4b, respec-
tively. Inputs to these circuits are square waves of amplitude ±Vdc/2
generated by the switching transistors. Following the analysis pre-
sented by Steigerwald4, we will consider only the fundamental of the
square-wave frequency and thus calculate gain (the ratio of output to
input voltage) as a function of frequency.

From the equivalent circuits of Figure 13.5, the ratios for series- and
parallel-loaded circuits are

Series-loaded:
Vo

Vin
= 1

1 + j[(Xl/Rac)
− (Xc/Rac)] (13.2)

Parallel-loaded:
Vo

Vin
= 1

1 − (Xl/Xc) + j (Xl/Rac)
(13.3)

where RL is the secondary load reflected into the primary, and Rac =
8RL /π2 for series loading, Rac = π2 RL /8 for parallel loading.

From these relations, Steigerwald plots the ratio NVodc/0.5Vin,
where N is the power transformer turns ratio, Vin is the input sup-
ply voltage, and Vodc is the DC output voltage.

For the series-loaded case in Figure 13.6, Q = wo L/RL where wo =
1/

√
LCs . For the parallel-loaded case in Figure 13.7, Q = RL /wo L ,

and wo = 1/
√

LC p.

From Figures 13.6 and 13.7, some of the problems with resonant
converters can be seen.
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FIGURE 13.6 Series resonant converter gain curve from AC equivalent
circuit of Figure 13.5a . (Courtesy of R. Steigerwald.)

13.5.3 Regulation with Series-Loaded Half
Bridge in Continuous-Conduction
Mode (CCM)

For a number of reasons, Steigerwald states that operating above the
resonant peak (ARM) is preferable to operating below resonance.

Figure 13.6 shows how the continuous conduction mode SRC
half bridge regulates. If initial operation were at A with Q = 2 at
normalized frequency 1.3, the output/input voltage ratio would be

FIGURE 13.7 Parallel resonant converter gain curve from AC equivalent
circuit of Figure 13.5b. (Courtesy of R. Steigerwald.)
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0.6. Now if the load resistance RL decreased so as to increase Q to 5,
normalized switching frequency would have to be decreased to about
1.15 at point B to yield the same output voltage. If RL increased to
a value which yielded Q = 1, for the same output voltage, opera-
tion would have to shift to point C , where normalized frequency is
about 1.62.

It is obvious that as load RL increases, Q decreases and the gain
curve approaches a horizontal line, making the required frequency
change so large as to be impractical. Obviously, regulation at open
circuit is impossible as the Q curve has no resonant peak or selectivity.

The actual operating point on the Figure 13.6 gain curve depends on
the DC input supply and output voltages. For a given output voltage
at F1, if input voltage dropped from A to D, for example, operation
would shift out on the same curve to a lower normalized frequency
at F2. Operation is thus very nonlinear over the slopes of the resonant
curve. Some combinations of line and load may not even be possible.
Choosing the exact location to operate on the resonant curve is very
tricky.

The feedback loop automatically selects the location on the resonant
curve which yields the correct output voltage. However, that location
may be dangerously close to the resonant peak on a low-Q curve
where selectivity is minimal, or on the bottom tail of a high-Q curve
where large frequency changes are required.

The scheme is sensitive to tolerances in the resonant components.
Operation close to the resonant peak may cause switchover to the
opposite side of the peak during load or line transients, and result in
positive rather than negative feedback.

13.5.4 Regulation with a Parallel-Loaded
Half Bridge in the Continuous-
Conduction Mode

From Eq. 13.3, Steigerwald plots the gain curve of the parallel-loaded
half bridge (Figure 13.7). Here it is seen that operation at light load and
even no load is possible. If operation were initially at point A (Q = 2,
normalized frequency = 1.1), and RL increased so that Q(= RL /wo L)
was 5, operation would shift to B at a normalized frequency of about
1.23. Obviously from the shape of the curve, even larger values of Q
or open-circuit operation could be tolerated.

One problem with the PRC circuit is that if operation is close to the
resonant peak at low Q (say, point C) and the load momentarily opens
or gets much larger to, say, Q = 5 before the feedback loop can correct
frequency, output voltage could rise dangerously high at point D.

It is sometimes stated that the PRC is naturally short-circuit proof,
since even when there is an output short circuit, there is also a short
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circuit across the transformer primarily (Figure 13.4b) and the reso-
nating inductor limits transistor current.

Further examination indicates that this would not occur. If opera-
tion is above resonance, a short circuit at the output would force the
feedback loop to move higher up on the resonant curve to increase
output (Figure 13.3).

This would move switching frequency lower and eventually over
the peak of the curve into the positive-feedback region. But the loop
would not “know” that; it would continue trying to drive the switch-
ing frequency lower, “thinking” that lower frequency would move
operation higher up to the top or the resonant peak.

Further, at lower frequency, the resonant inductor would have lower
impedance, which would result in increased current drawn from the
transistors. A clamp to limit the minimum frequency would not be
practical, as the resonant peak frequency is subject to large variations
because of production spreads in the resonant L and C .

13.5.5 Series-Parallel Resonant Converter
in Continuous-Conduction Mode

One disadvantage of the PRC is that at light load (large shunt resistor
across Cr in Figure 13.4b), the circulating currents (and currents in
the transistor) are no less than those at heavy load. In either case, the
effective resistance reflected across Cr must be high so as not to kill
the Q of the circuit. If this is true at heavy loads, it is even more true
at light loads. This is simply another way of saying that the current
in the reflected load resistor across Cr at light load is a small fraction
of the current in Cr . Thus at light load, power losses in the transistors
do not decrease and efficiency is poor.

This is not so in the SRC. For constant output voltage across the load
resistor in series in the resonating LC circuit, current through the load
resistor (which is also reflected as current in the transistors) decreases
as load current decreases. Thus efficiency remains high at light load
(low output power) in the SRC.

A circuit which takes advantage of the good light-load efficiency of
the SRC and the ability to regulate at light or open load of the PRC is the
series-parallel continuous-conduction mode converter of Figure 13.5c.
It is also referred to as the LCC circuit.5 As seen in Figure 13.5c, it
has both a series capacitor Cs and a shunt capacitor C p . With proper
selection of Cs and C p , the advantages of both SRC and PRC can be
obtained to an acceptable degree. Notice that if C p is zero, the circuit
is that of an SRC. As C p becomes larger than Cs , it takes on more of
the characteristics of a PRC. If it becomes higher than Cs , it develops
the poor efficiency at light load characteristic of a PRC.
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Again from Steigerwald’s article4, the AC gain characteristics of the
LCC is calculated from its AC equivalent circuit in Figure 13.5c as

Vo

Vin
= 1

1 + (Xcs/Xcp) − (Xl/Xcp) + j[(Xl/Rac) − (Xcs/Rac)]

With Qs = Xl/Rl , Rac = 8Rl/π2, wo = 1/
√

LCs , and Rl equal to the
DC output resistance reflected by the square of the turns ratio into the
primary, the gain from half the input supply voltage to the DC output
voltage reflected into the primary is

NVodc

0.5Vin
= 8/π2

1 + (C p/Cs) − (w2 LC p) + j Qs[(w/ws) − (ws/w)]

This is plotted in Figures 13.8a and 13.8b for Cs = C p and Cs = 2C p .
It is seen in both Figures 13.8a and 13.8b, for Q = 1 and less, that

a resonant bump and some selectivity remains on the gain curves,
so that no load operation is possible. This removes one of the draw-
backs of the pure SRC circuit: no regulation for no-load or light-load
conditions (compare to Figure 13.6 for the pure SRC circuit).

Figures 13.8a and 13.8b illustrate some of the subtleties and com-
plexities of continuous-mode operation.

Consider operation at point A in Figure 13.8a , with DC load resis-
tance and Q constant, and DC input voltage decreases causing a slight
decrease in output voltage. The feedback loop will attempt to correct
this by moving higher up on the same curve to get more output. To
do this, the switching frequency will be decreased. If it decreases too
much, it will fall over the top of the resonant peak at B, and thereafter
further frequency decrease will decrease the output.

To avoid this, it must be ensured that at lowest DC input and min-
imum Q, operation never requires a frequency lower than that cor-
responding to point B in Figure 13.8a . A better appreciation for the
practical problems in CCM is gained when one attempts to make the
circuit work over all tolerances in the LC product which shift the res-
onant peak in frequency and amplitude.

Steigerwald concludes that C p = Cs is a best-compromise design.
Additional analyses of the LCC resonant converter, discussed above,
can be found in References 6 to 9.

13.5.6 Zero-Voltage-Switching
Quasi-Resonant (CCM) Converters2

The zero-current-switching (ZCS) converters, discussed above, force
the transistor current to be sinusoidal by having the square-wave drive
from the transistor switches drive a resonant LC circuit. Further, by
turning the transistor “off” as the sine wave of current passes through
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FIGURE 13.8 (a ) Gain curves for series-parallel half-bridge resonant
converter (LCC) of Figure 13.5c for Cs = C p . (b) Gain curves for
series-parallel half-bridge resonant converter (LCC) of Figure 13.5c for
Cs = 2C p . (Courtesy of R. Steigerwald.)
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FIGURE 13.9 A zero-voltage-switching half-bridge resonant converter.
(Courtesy of Jovanovic, Tabisz, Lee.)

zero at the end of the first half period (or shortly after when current
has reversed and flows into the antiparallel diode as in Figure 13.1),
there is no overlap of high voltage and current and turn “off” losses
are eliminated.

However, there are turn “on” losses even though there is no overlap
of high voltage and current because the leakage inductance speeds
up drain (or collector) voltage fall time and slows up drain current
rise time. These losses occur because the drain capacitance stores an
energy at turn “off” of 0.5C(Vmax)2, and dissipates it in the transistor at
the next turn “on.” This happens once per cycle and results in average
dissipation of 0.5C(Vmax)2/T, which becomes significant over 500 kHz
to 1 MHz. As designers move to these higher frequencies to reduce
size, this becomes a problem.

A new technique—ZVS—has been proposed to circumvent this
problem. It has been proposed for single-ended (flyback or buck)
circuits10, but its value is mainly for half bridges.

A ZVS half bridge is shown in Figure 13.9.2 Its basic principle is
that the MOSFET output capacitor is used as part of the capacitor
of the resonant LC circuit. It stores a voltage and hence energy in
one part of the switching cycle. In a following part of the switching
cycle, the energy in the capacitor is discharged through the resonant
inductor back into the supply bus without dissipation. The following
discussion is based on Reference 2.

In Figure 13.9, when Q1 is “on” and Q2 is “off,” C2 is charged up
to Vs . Transistor Q1 is first turned “off.” Transformer T1 magnetiz-
ing current continues to flow through C1, pulling its voltage down.
Halfway down, there is no voltage across the primary and in the T1
secondary, the output inductor tries to maintain a constant current.
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FIGURE 13.10 Gain curve for the zero-voltage-switching circuit of
Figure 13.9. (Courtesy of Jovanovic, Tabisz, Lee.)

Both rectifier diodes turn “on,” which provides a short circuit across
the secondary and hence across the primary.

At this point, the energy stored on the top end of C2 discharges
through the short-circuited primary, through the resonant L , through
the bottom filter capacitor Cr2, and back into the bottom end of C2.
Since there are no resistors in this path, the discharge is lossless. The
negative resonant voltage impulse on the right hand of L pulls the
junction of C1, C2 down to ground, and now Q2 is turned “on” at
zero voltage.

Capacitor C1 has slowed up Q1 voltage fall time sufficiently, so that
there is no simultaneous high voltage and current during its turn “off.”

The circuit, a CCM type, operates on the slope of the resonant curve
of the circuit consisting of L and C1, C2 in parallel. Jovanovic et al.
give the DC voltage conversion curve for the circuit (the equivalent
of Figures 13.5 to 13.8) in Figure 13.10.2

Despite the many articles written on CCM, which is regulated by
changing frequency along the steep slope of a resonant curve, this
author feels it is not a reliable scheme. It will not yield similar results
over a large production run of supplies with all the various production
spreads in the resonant components and with the limited range of Vdc
and Rl in the conversion curves such as those in Figures 13.5 to 13.8
and 13.10.
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13.6 Resonant Power Supplies—Conclusion
To the engineer who must decide whether to consider a resonant sup-
ply for the next design, the following should be considered:

1. Can I get the same (or acceptable) power density in watts per
cubic inch with a conventional PWM supply operating at, say,
200 to 300 kHz? Is the added complexity, limited line and load
capability, and difficultly to design for worst-case conditions
worth the extra 3 to 6% better efficiency possible with resonant
supplies?

2. Will all units coming off a production line have identical char-
acteristics? Or because of tolerances and production spread in
component values, will fine-tuning of each unit or a large frac-
tion of the production run be required?

3. Do resonant supplies actually generate less RFI (because their
currents are sinusoidal rather than square wave) after you factor
in their higher di/dt? Consider that most resonant supplies have
sine wave currents three to four times the amplitude of PWM
square-wave supplies of equal power. It is possible that the RFI
problem with resonant supplies may be as severe since di/dt at
the zero crossing of a sine wave is proportional to its peak value.

4. How serious is the problem that most resonant supplies regulate
by varying the frequency? Will users accept this or insist that the
switching supply be synchronized to a clock signal which they
will supply?

5. If the decision is to attempt a resonant design, which of the be-
wildering number of topologies advocated would be the safest
approach? Are continuous-mode designs too unpredictable be-
cause they require operation on the slippery slope of a narrow
resonant curve for regulation? There seems to be general agree-
ment that discontinuous-mode operation is more predictable
and reproducible. Is the larger frequency range required in dis-
continuous mode an important drawback?

6. There is no question that high-frequency resonant converters
will continue to be studied and improved. Until configurations
are found which lend themselves to simple, worst-case design-
ing and which are as insensitive as PWM circuits to compo-
nent tolerances, wiring layout, and parasitic inductances and
capacitances, high-frequency resonant converters will not be
widely adopted—certainly not in programs with a large pro-
duction run. They will occupy only a narrow niche in the power
supply field where higher cost and finely tuned component se-
lection and wiring layout are acceptable.
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In summary, in any design including switching power supplies,
complexity equals higher cost and possible unreliability.

References
1. F. Lee, “High Frequency Quasi-Resonant and Multi Resonant Converter Topolo-

gies,” Proceedings of the International Conference on Industrial Electronics, 1988.
2. M. Jovanovic, W. Tabisz, and F. Lee, “Zero Voltage Switching Technique in High

Frequency Inverters,” Applied Power Electronics Conference, 1988.
3. K. Liu and F. Lee, “Secondary Side Resonance for High Frequency Power Con-

version,” Applied Power Electronics Conference, 1986.
4. R. Steigerwald, “A Comparison of Half Bridge Resonant Topologies,” IEEE

Transactions on Power Electronics, 1988.
5. R. Seven, “Topologies for Three Element Resonant Converters,” Applied Power

Electronics Conference, 1990.
6. F. Lee, X. Batarseh, and K. Liu, “Design of the Capacitive Coupled LCC Parallel

Resonant Converter,” IEEE IECON Record, 1988.
7. X. Bhat and X. Dewan, “Analysis and Design of a High Frequency Converter

Using LCC Type Commutation,” IEEE IAS Record, 1986.
8. X. Batarseh, K. Liu, F. Lee, and X. Upadhyay, “150 Watt, 140 kHz Multi Output

LCC Type Parallel Resonant Converter,” IEEE APEC Conference, 1989.
9. B. Carsten, “A Hybrid Series-Parallel Resonant Converter for High Frequencies

And Power Levels,” HFPC Conference Record, 1987.
10. W. Tabisz, P. Gradski, and F. Lee, “Zero Voltage Switched Quasi-Resonant Buck

and Flyback Converters,” PESC Conference, 1987.
11. F. Lee, ed., “High Frequency Resonant Quasi-Resonant and Multi-Resonant

Converters,” Virginia Power Electronics Center, 1989.
12. Y. Kang, A. Upadhyay, and D. Stephens, “Off Line Resonant Power Supplies,”

Powertechnics Magazine, May 1990.
13. Y. Kang, A. Upadhyay, and D. Stephens, “Designing Parallel Resonant Con-

verters,” Powertechnics Magazine, June 1990.
14. P. Todd, “Practical Resonant Power Converters—Theory and Application,”

Powertechnics Magazine, April–June 1986.
15. P. Todd, “Resonant Converters: To Use or Not to Use? That Is the Question,”

Powertechnics Magazine, October 1988.



PART 3
Waveforms



This page intentionally left blank 



C H A P T E R 14
Typical Waveforms for

Switching Power
Supplies

14.1 Introduction
In previous chapters, we have shown the voltage and current wave-
forms at critical points throughout the various circuits. Some of the
major topologies are shown in Figures 2.1, 2.10, 3.1, and 4.1. In many
cases these are idealized waveforms, and newcomers to switching
power supply design may wonder how closely the actual waveforms,
on which much of the circuit design is based, resemble the theoretical
ones shown.

Question arise as to how these waveshapes vary with line volt-
age and load current and whether there are noise spikes on outputs
with respect to ground. As a result of observed behavior, designers
will question if there should be decaying, oscillatory, ringing wave-
forms at sharp transitions in voltage and current, and whether there
is time jitter at the leading or trailing edges of the waveforms. Also,
how closely should the “on” volt-second product equal the reset volt-
second product in a transformer or an inductor? What does a leakage
inductance spike really look like? Since output inductors and flyback
transformers are designed to yield certain current waveshapes, how
close are these actual waveshapes to the theoretical ones? Since much
of the power transistor dissipation at high frequencies comes from
simultaneous high voltage and current at turn “off” and turn “on,”
can this be observed on a fast time base? What sort of waveform odd-
ities may be expected? It may be very instructive for designers who
see strange high-frequency switching waveforms for the first time, to
provide some actual oscilloscope waveforms at critical points in the
circuits for some of the major topologies. The waveforms are taken
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mostly at points in the so-called power train—the circuitry from the
input to the power transistors to the output of the output filters, as
that is where most of the energy is handled and where most of the
potential failures occur.

Critical waveforms for topologies selected below are for some of the
more often used, such as the forward, the push-pull, and the flyback
converters as well as the buck regulator. These show the impact of
operating output inductors in the continuous mode and were shown
in the oscilloscope photographs of Figures 1.6 and 1.7.

Offline converters operating from AC voltages of 120 or 220 V will
not be considered here. Supplies operating from those rectified volt-
ages have similar waveshapes at corresponding points, but since the
rectified DC supply voltages are higher, current amplitudes are lower
and voltage waveshape amplitudes are higher than in telecommuni-
cations power supplies.

The selected circuits operate at switching frequencies above
100 kHz, and those shown are powered from telecommunications in-
dustry DC supply voltages—nominal 48 V, minimum 38 V, and maxi-
mum 60 V. Output powers in all cases are under 100 W, as voltage and
current waveforms at higher powers differ only in amplitude but not
significantly in shape. Since the waveshapes shown here are from DC-
powered circuits, they have somewhat less time and amplitude jitter
than do circuits powered from rectified alternating supplies, since the
rectified DC in an off-line converter has line frequency ripple which
will cause additional amplitude ripple. The feedback loop, in reducing
the input line ripple, necessarily injects some jitter in the pulse widths.

Since all the waveshapes shown are taken on circuits using
MOSFETs, they do not display any power transistor storage delay
effects. In all cases, the feedback loop was open and the power tran-
sistor(s) was (were) driven with a pulse of the desired frequency. The
pulse width was manually adjusted at each supply voltage input (38,
48, 60 V) so as to maintain the 5-V output within a few millivolts of
5 V, just as if the feedback loop were closed. The slave output voltage
was also recorded at that pulse width.

The power transistor driver for all photos is the UC3525 PWM con-
trol chip. Pulse widths were set by feeding the error-amplifier output
node (which is available at one of the chip pins) from a well-regulated
DC voltage source adjusted to yield the pulse width required to set
the output to 5.00 V at each DC input voltage.

14.2 Forward Converter Waveshapes
The circuit schematic for the forward converter waveshapes is shown
in Figure 14.1. It is a 125-kHz forward converter designed for 100 W,
and waveshapes are shown at 80 and 40% of full load. Full-load
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FIGURE 14.1 A 125-kHz forward converter providing + 5.0 V at 10 A,
+ 13 V at 3.8 A.

outputs are 5 V at 10 A, and 13 V at 3.8 A. Waveshapes are shown
for the nominal input voltage of 48 V, the minimum of 38 V, and the
maximum of 60 V. The transformer core was selected from Table 7.2a
and the numbers of turns and wire sizes from Sections 2.3.2 to 2.3.10.
The output filters (L1, C2 and L2, C3) were chosen from the relations
given in Section 2.3.11.

14.2.1 Vds, Id Photos at 80% of Full Load
Photos 1 to 3 in Figure 14.2 show drain-to-source voltages and drain
currents at low, nominal, and maximum DC supply voltages.

Drain currents have the ramp-on-a-step waveshape characteristic of
secondaries with output LC filters. Drain current is the sum of the sec-
ondary currents reflected by their turns ratios into the primary. Also,
since both secondaries have output inductors which yield ramp-on-
a-step currents (Section 1.3.2), these reflect into the primary as ramp-
on-a-step current.

Drain current amplitude at the center of the ramp should be (from
Eq. 2.28) equal to Ipft = 3.12Po/Vdc. For 80-W output and a minimum
DC voltage of 38 V, this current should be 6.57 A. Photos 1, 2, and 3
(Figure 14.2) show that to be the current at the center of the ramp as
accurately as can be read.

As DC supply voltage is increased, the photos show that pulse
width (transistor “on” time) decreases but peak current and current
at the ramp center remain unchanged—as theoretically they should.
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FIGURE 14.2 The 125-kHz 100-W forward converter of Figure 14.1 at 80%
full load.

Drain-to-source voltages also correspond to their theoretical values.
Transistor “on” time at low line (Vdc = 38 V) is seen to be very close to
80% of a half period as discussed in Section 2.3.2. It is not always ex-
actly that because of the inevitable rounding up or down of fractional
secondary turns to the nearest integral number.
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In this transformer, the calculated 4.5 turns on the secondary were
rounded up to 5 turns. This yielded a larger peak secondary voltage
and a somewhat shorter “on” time than called for by Eq. 2.25.

Narrow and barely discernible leakage spikes at the instant of turn-
off are seen in Photos 1, 2 and 3. At Vdc of 60 V, the leakage spike is
only about 21% above 2Vdc. But at Vdc = 38 V, it is about 64% above
2Vdc.

The voltage waveshapes also show that Vds at turn “off” falls back
down to 2Vds immediately after the leakage inductance spike and
remains there until the “on” volt-second product equals the reset volt-
second product (Vdcton) = (2Vdc − Vdc)treset. When those volt-second
areas are equal, the drain voltage drifts back down to Vdc.

Figure 14.2 shows the average efficiency from Vdc = 38 to 60 V to be
87%. This is achieved at a peak flux density of 1600 G with Ferroxcube
3F3 core material. Core temperature rise was under 25◦C.

Such high efficiency at 125-kHz and 1600-G peak flux density could
not have been achieved with the very widely used, higher-loss core
material—3C8. Even with the lower-loss 3F3 material, as discussed
in Section 7.3.5.1, larger-sized cores could not operate at 1600 G at
125 kHz. Peak flux density would probably have to be reduced to
1400 or possibly 1200 G.

14.2.2 Vds, Id Photos at 40% of Full Load
Photos 4 to 6 in Figure 14.3 give much the same information as Photos
1 to 3. At the lower output currents and power, efficiencies average
90% over the low, nominal, and maximum DC input voltages.

Leakage inductance spikes are considerably smaller and transistor
“on” times are slightly shorter, as the forward drop in the output
rectifier diodes is somewhat less as a result of the lower output current.
This increases the peak square-wave voltage at the cathode of the 5-V
rectifier diode and permits a shorter “on” time to generate the 5-V
output.

14.2.3 Overlap of Drain Voltage and Drain
Current at Turn “On”/Turn “Off”
Transitions

The simultaneous high voltage and current at the turn “on”/turn “off”
transitions result in spikes of high instantaneous power dissipation.
Even though the high-dissipation spikes are very narrow, especially
with MOSFETs, when they come at a high repetition rate their average
dissipation can be high and can exceed the “conduction” dissipation
of Vds Idston/T .
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FIGURE 14.3 The 125-kHz 100-W forward converter of Figure 14.1 at 40% of
full load.

The overlap dissipation at turn “on” is not as serious as at turn “off.”
At turn “on” the power transformer leakage inductance presents very
high impedance for a short time and causes a very short drain-to-
source voltage fall time. The same leakage inductance does not permit
a very fast current rise time. Thus the falling Vds intersects the rising
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FIGURE 14.4 The overlap of rising drain current and falling Vds at turn
“on,” and that of falling drain current and rising Vds at turn “off,” causes the
AC switching losses. Losses are greater at the turn “off” transition because
current falls more slowly and Vds rises more rapidly than at turn “on.”

Ids when both are quite low, the integral ∫ Vds Ids dt taken over the
turn “on” time is small, and dissipation averaged over a full cycle is
small. This can be seen on the fast time base of 0.1 μs/cm in Photo 7
of Figure 14.4.

At turn “off” (Photo 8 in Figure 14.4), however, the drain current
remains constant at its peak for a while (because leakage inductance
tends to maintain constant current) as Vds rises to about Vdc. Then Vds
continues to rise at a fast rate and reaches 2Vdc before Id has fallen
significantly below its peak. Thus, as seen in Photo 8, the integral
∫ Vds Id dt over the turn “off” time is much greater than the same
integral over the turn “on” time.
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FIGURE 14.5 Relative timing of drain current, drain-to-source voltage, and
gate-to-source voltage for 125-kHz forward converter of Figure 14.1 at
Vdc = 48 V, R5 = 0.597 �, R13 = 5 �.

Performing an approximate “eyeball” integration of the two inte-
grals above, it is seen that the average dissipation due to the overlap
of falling current and rising voltage at turn “off” is 2.18 W. At turn
“on,” the average dissipation due to rising current and falling voltage
is 1.4 W.

14.2.4 Relative Timing of Drain Current,
Drain-to-Source Voltage, and
Gate-to-Source Voltage

Photo 9 in Figure 14.5 shows the negligible delay between the gate in-
put voltage transitions and the drain voltage–drain current transitions
at turn “on” and turn “off.”

14.2.5 Relationship of Input Voltage to
Output Inductor, Output Inductor
Current Rise and Fall Times, and
Power Transistor Drain-Source Voltage

Photo 10 in Figure 14.6 shows the output inductor upramp of cur-
rent during the transistor “on” time and the downramp of current
during the transistor “off” time. For L1 of 17 μH, input voltage
of 16 V, and “on” time of 2.4 μs, the ramp amplitude should be
dI = (16 – 5)(2.4/17) = 1.55 A. As accurately as Photo 10 (Figure 14.6)
can be read, the ramp amplitude is 1.4 A. Because of the scales on the
photo, this is the best correlation which can be obtained between the
calculated and measured values.
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FIGURE 14.6 Relative timing of output inductor voltage, its ripple current,
and drain-source voltage.

14.2.6 Relative Timing of Critical Waveforms
in PWM Driver Chip (UC3525A) for
Forward Converter of Figure 14.1

This demonstrates how the UC3525A PWM chip generates output
pulses whose widths are inversely proportional to the DC supply
voltage (see Figure 14.7).

Internal to the chip, a 3-V peak-to-peak triangle (∼0.5 to 3.5 V) is
generated and occurs once per half period of the switching frequency.
This triangle is compared in a voltage comparator to the voltage at the
output of the internal error amplifier. The error amplifier compares a
fraction of the DC voltage to be regulated (at its inverting input) to a
reference voltage.

The voltage comparator generates two 180◦ out-of-phase rectangu-
lar pulses. These pulses commence at the start of the triangle, and
terminate when the triangle crosses the voltage at the error-amplifier
output.

Thus, when the sampled fraction of the regulated voltage goes
slightly positive, the error-amplifier output goes slightly negative, the
triangle crosses the lowered voltage earlier in time, and the PWM com-
parator output pulse widths decrease. Similarly, a decrease in sampled
input to the error amplifier raises the error-amplifier output voltage
slightly, the triangle crosses that higher voltage later in time, and the
pulse widths increase.

These adjustable-width pulses are alternately routed by a binary
counter to two chip output pins for driving the transistors in a push-
pull topology. For the forward converter of Figure 14.1, only one of
these pulse outputs is used.
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FIGURE 14.7 Significant waveforms in UC3525 pulse-width-modulating
control chip. The PWM comparator internal to the chip compares an
internally generated 3-V triangle to the voltage at its internal error-amplifier
output node. The PWM comparator generates two 180◦ out-of-phase pulses
at the chip A and B output pins. The width of these pulses is the time
duration between the start of the triangle and the instant the triangle reaches
the voltage at the error-amplifier output node. As the error voltage output
moves across the 3-V height of the triangle in response to the difference
between an internal reference voltage and a fraction of the output voltage
being regulated, the output pulse widths at outputs A and B are varied.

14.3 Push-Pull Topology
Waveshapes—Introduction

The next topology for which significant waveforms are presented is a
push-pull whose circuit schematic is shown in Figure 14.8.

The circuit is a 200-kHz DC/DC converter of 85-W maximum out-
put power, and minimum of one-fifth of that. It was designed to op-
erate from standard telecommunications industry supply voltages of
48 V nominal, 60 V maximum, and 38 V minimum. Outputs are +5 V
at a maximum of 8 A and +23 V at a maximum of 1.9 A.

Significant waveforms are shown at maximum, nominal, and min-
imum supply voltages, at maximum and 20% maximum output cur-
rents. Some waveforms are also shown at 100-W output power (15 W
above maximum) to demonstrate that at this power level, efficiency is
still high, transformer temperature rise is acceptable, and waveshapes
remain as expected.
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FIGURE 14.8 A 200-kHz 85-W DC/DC converter: +5 V at 8.0 A, +23 V
at 1.9 A.

For the design, the transformer core was selected from Table 7.2a
and the transformer was designed (peak flux density selection, num-
bers of turns, wire sizes) from Sections 2.2.9 and 2.2.10. The output
filters were designed from the equations in Section 2.2.14.

A 200-kHz operating frequency was chosen arbitrarily. Above
200 kHz, the transformer and output filter sizes and efficiencies all
decrease rapidly, and transformer core and copper losses increase
sharply. Above 200 kHz, it is questionable whether the advantage of
a small decrease in size is worth the penalty of increased dissipation
and transformer temperature rise.

As for the forward converter of Figure 14.1, the feedback loop was
not closed. At each DC input voltage, the pulse width was manually
adjusted as described in Section 14.1 to yield 5.00 V at the 5-V output.
The resulting slave secondary voltage was also recorded at the pulse
width which yielded 5.00 V at the 5-V output.
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14.3.1 Transformer Center Tap Currents and
Drain-to-Source Voltages at Maximum
Load Currents for Maximum, Nominal,
and Minimum Supply Voltages

Alternate current pulses, as monitored in the transformer center tap,
correspond to alternate transistors (Q1, Q2) turning “on.”

These waveshapes are shown to demonstrate that with equal-width
pulses at the two inputs, and with MOSFETs, which have no storage
times, there is no sign of flux imbalance. As discussed in Section 2.2.5,
flux imbalance would show up as an inequality in amplitude of current
pulses monitored in the transformer center tap (as in Figures 2.4b
and 2.4c).

It is seen in Photos PP1 to PP3 in Figure 14.9 that alternate current
pulses at any supply voltage are of equal amplitude, as closely as
can be read in the photos. No attempt was made to match the rds of
MOSFETs Q1 Q2.

The Vds waveshapes show negligible leakage inductance spikes at
the end of the “on” times. The largest leakage inductance spike (at
Vdc = 41 V) is only about 5 V above 2Vdc (Photo PP5).

Negligible leakage inductance spikes result from the fact that at
high frequencies, leakage inductance is minimal because the number
of turns is small, and coupling between primary and secondaries is
better than would be possible at lower frequencies. Also, sandwiching
secondaries between the two half primaries (Figure 14.8) has helped
reduce leakage inductance.

Photos PP1 to PP3 show that as supply voltage increases, “on” times
must decrease to maintain a constant 5.00 V output. Peak currents re-
main constant for constant DC output currents. It is only pulse widths
that change as supply voltage changes.

The primary currents are seen to have the characteristic shape of a
ramp on a step. They have this shape because they are the sum of the
ramp-on-a step secondary currents, reflected into the primaries by the
respective turn ratios, plus the primary magnetizing current which is
a triangle (Figure 2.4e). The secondary currents have ramp-on-a step
waveshape because there are inductors in all outputs.

It should be noted, however, that although the equal current peaks
in Photos PP1 to PP3 indicate equal peak currents in Q1, Q2 dur-
ing their “on” times, those photos give a spurious picture of the ab-
solute value of the transistor currents, especially during the dead
time between turn “ons.” This results from the magnetically cou-
pled current probe used to monitor currents in the transformer center
tap.

Apparently because of the short dead time between alternate tran-
sistor turn “ons,” the current probe does not have time to recover to
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FIGURE 14.9 Transformer center tap current and drain-to-source voltage
(Q2) with maximum output currents, at minimum (Photo PP1), nominal
(Photo PP2), and maximum (Photo PP3) input voltage.

its original starting point on its hysteresis loop and hence gives a false
picture of absolute current.

A true measure of absolute current amplitude in each transistor is
obtained by monitoring its drain current with the same probe as in
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Photo PP6 of Figure 14.10. In that photo, it is seen with the longer time
between current pulses (more than a half period), the peak current is
4.4 A. This compares to 2.4 A in Photo PP2 in Figure 14.9, which is
taken at the same supply voltage and output load currents.

The assumption that the amplitude measured with a current probe
in the drain as in Photo PP6 is more valid than the measurement
with the same probe in the transformer center tap (as in Photos PP1
to PP3) is verified by measuring voltage drop across a small current
monitoring resistor in series with the transistor source. A current probe
in series in the drain measures exactly the same absolute currents as
measuring the voltages drop across a known resistor in the source.

Figure 14.10 shows efficiency exceeds 81.9% at any supply voltage
for maximum current in the two output nodes. If it were seriously
attempted, efficiency could be raised by 3 to 4% by going to larger wire
size and perhaps decreasing peak flux density. However, the efficiency
achieved is quite good for an operating frequency of 200 kHz and a
peak flux density of 1600 G.

14.3.2 Opposing Vds Waveshapes, Relative
Timing, and Flux Locus During Dead
Time

Photo PP4 in Figure 14.10 shows the relative timing of the Q1, Q2
drain voltages. This is classic and just what would be expected. As
one transistor turns “on,” its drain voltage falls to near zero and the
other drain rises to 2Vdc.

Delays between turn “on” of one drain and turn “off” of the other
are seen to be negligible. The highest leakage inductance spike rises
to about 20 V above 2Vdc (Figure 14.17, Photo PP24). Note that for this
photo, total output power was increased to 112 W (5 V, 4.85 A and
21 V, 4.05 A).

Note that at the start of dead time between turn “ons,” after one
transistor turns “off,” there is a leakage inductance spike and imme-
diately thereafter, drain voltage falls back to Vdc. It remains at Vdc until
the opposite transistor turns “on,” driving it to 2Vdc.

One may ask: What is the transformer core’s flux density during
the dead time between transistor turn “ons”? At the end of a turn
“on,” the flux density has been driven through a change of 2Bmax—
say, up from −Bmax to +Bmax. During the dead time, neither transistor
is “on.” Hence, does the flux density remain at +Bmax or fall back to
remanence (Figure 2.3) at 0 Oe?

If flux density fell back to remanence (∼100 G from Figure 2.3), at
the end of next turn “on,” an application of the same 2Bmax change
would drive the flux density to a peak of (100 G + 2Bmax). This would
saturate the core and destroy the transistors.
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FIGURE 14.10 Significant waveforms in 200-kHz 85-W converter of
Figure 14.8.
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This is not the case. At the end of a transistor turn “on,” the core flux
density, having been driven up to—say— +Bmax, remains locked there
throughout the dead time. At the end of the dead time, the opposite
transistor turns “on” and drives the flux density down from +Bmax to
–Bmax and the cycle repeats.

One may then ask: Since neither transistor is “on” during the dead
time, where is the current coming from to keep the flux density locked
at +Bmax or –Bmax? To keep the core there, there must be some mag-
netizing force holding it up—and since this is proportional to ampere
turns, there must be some current flowing during the dead time.

Since both transistors are “off” during the dead time, the current
holding the core up at +Bmax or –Bmax must flow in the secondaries.
This current is the core primary magnetizing current reflected into the
secondaries.

During the transistor “on” time (see Figure 2.4e), the DC input volt-
age supplies primary load current (all the secondary currents reflected
by their turns ratios into the primary) plus magnetizing current which
flows in the primary magnetizing inductance.

However, since current in an inductor cannot change instanta-
neously, when the “on” transistor turns “off,” the current that sup-
ports that stored energy must continue elsewhere. The magnetizing
current continues to flow where it finds a closed path.

That closed path is in the secondaries. As a transistor turns “off”
the current in each secondary output inductor cannot change. Thus all
output inductors reverse voltage polarity at the end of an “on” time.
If there were free-wheeling diodes at the output as for forward con-
verters (see Figure 2.10), the output inductor current would continue
to flow through those diodes.

In a push-pull, the output rectifiers serve a similar function (Section
2.2.10.3). As the output inductors reverse polarity, when they reach a
point one diode drop below ground (or above for a negative out-
put voltage), the rectifier diodes conduct and serve as free-wheeling
diodes, carrying the output inductor current.

However, the diodes carry more than the output inductor current.
By flyback action, the magnetizing current built up in the primary
during the “on” time is reflected by the turns ratio into the half sec-
ondary that just previously had not been carrying current. It is this
current flowing in one of the half secondaries that supports Bmax in
the core during the dead time.

Thus, during the dead time, the output inductor current contin-
ues to flow through the half-secondary windings, with the rectifier
diodes acting as free-wheeling diodes. That “ledge” current divides
roughly equally (Figure 2.6d and 2.6e) between the two secondaries
as described in Section 2.2.10.3. One of those ledge currents is always
larger than the other, as can be seen dramatically in Figure 14.15.
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The primary magnetizing current does not result in significant dis-
sipation. It increases in one direction during one transistor “on” time,
switches to the secondary and decreases slightly during the dead time,
then switches back and reverses direction in the primary during the
next transistor “on” time, repeating the previous half cycle.

As discussed, during the dead time, output inductor current divides
between the two half secondaries. Since those half secondaries have
low impedance, current flowing through them produces no voltage
drop. Hence there is no voltage drop across either of the two half
primaries, and voltage at the two “off” drains during the dead time
must equal Vdc as seen in Photos PP1 to PP3 and PP4.

14.3.3 Relative Timing of Gate Input Voltage,
Drain-to-Source Voltage, and Drain
Currents

This timing is shown in Photo PP5 (Figure 14.3). It shows negligible
delays between gate voltage rise and fall times, and the corresponding
drain current and voltage transitions.

14.3.4 Drain Current Measured with a
Current Probe in the Drain Compared
to that Measured with a Current
Probe in the Transformer Center Tap

As discussed in Section 14.3.1, a current probe in the drain measures
absolute drain current correctly, as in Photo PP6.

As in Photo PP1, however, when drain current is measured with
the current probe in the transformer center tap where both transistor
currents are seen, the short transistor dead time between alternate
“on” times does not permit the flux in the current probe transformer
to reset. Consequently in such a measurement, the current indicated
during the dead time is not zero and absolute values of current cannot
be obtained from it.

14.3.5 Output Ripple Voltage and Rectifier
Cathode Voltage

Photo PP7 in Figure 14.11 shows the 5-V output ripple voltages and
noise of about 80 mV peak to peak. Such measurements are difficult
to make and often spurious, because they can be masked by common-
mode noise.
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FIGURE 14.11 Significant waveforms in 200-kHz converter of Figure 14.8.
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TIP Common-mode noise is any noise voltage that appears simultane-
ously on both outputs with respect to the common line (typically the
ground line or the oscilloscope common line). Very often the noise is de-
veloped by currents flowing down the oscilloscope probe ground wire.
This type of noise can be identified by removing the probe ground wire
and connecting the ground ring of the probe directly to the measurement
point. Common-mode noise is a problem in that it results in RFI radia-
tion. It can be difficult to eliminate in high-frequency square wave type
converters and requires careful attention at places where the noise cou-
ples to the chassis. Typical injection points are where switching devices
are mounted to the chassis for cooling requirements. (See Reference 1,
Chapter 4.)

Such common-mode noise can cause problems at the loads and
can be minimized by a common-mode filter or balun as shown in
Figure 14.1.

To determine whether a noise voltage is truly differential or
common-mode, the “hot” end of the voltage probe is short-circuited
to its shortest ground lead and those two points are taken to the return
rail of the output voltage.

If the oscilloscope still indicates almost the same large noise volt-
age (as it most often will), that noise is common-mode noise. It will
change in amplitude as oscilloscope ground connections are changed
to various points on the power supply ground rail and as grounding
lead lengths are changed.

Output ripple voltage measurements should be made with a differ-
ential probe which has a good common-mode rejection ratio at high
frequencies. With the fast rise and fall times of MOSFETs, the common-
mode “ringing” or noise on ground buses can occur at frequencies over
50 MHz.

Photo PP7 also shows the voltage at the 5-V output rectifier cath-
odes. It is this voltage which is averaged by the output LC filter to
yield the desired DC output voltage.

If this waveform has notches, bumps, or odd ledges along its sup-
posedly vertical sides, those contribute area to the voltage being av-
eraged. The feedback loop will then alter the transistor “on” time so
that the averaged volt-second area at the rectifier cathodes yields the
desired DC voltage.

Thus the master output voltage will always be correct regardless
of whether there are odd bumps, notches, or ledges during the dead
time or along the vertical sides of the rectifier cathode waveshapes.
However, any slave rectifier cathode voltage may not have the same
proportion of extraneous bumps or notches as the master, and the
slave DC output voltage would differ from what would be expected
from the relative turns ratio.
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For the slave DC output voltages to be what is expected from their
turns ratios, the voltages at the rectifier cathodes of the master and
all slaves should have steep vertical sides (Photo PP9, Figure 14.11)
and no bumps, or notches during the dead time which alter their
volt-second area. Examples of such aberrations of the rectifier cath-
ode voltages are shown in Photo PP11 of Figure 14.12 and PP18 of
Figure 14.14. These waveform aberrations will be explained below.

14.3.6 Oscillatory Ringing at Rectifier
Cathodes after Transistor Turn “On”

This is shown in Photos PP8 and PP10 (Figures 14.11 and 14.12) and
its elimination in Photos PP9 and PP11.

At the instant of transistor turn “on,” the “on”-turning rectifier
diode, say diode D1 in Figure 14.8, cancels the free-wheeling current
in the opposite diode—say, D2. As the D2 forward current is canceled
and its cathode voltage starts rising, there is an exponentially decay-
ing oscillation or “ring” at the common cathodes as seen in Photos
PP8 and PP10.

The oscillation is at a frequency determined by the inherent ca-
pacitance of the “off”-turning diode D2 and the value of the output
inductor. The amplitude and duration of the ring are determined by
the rectifier diode reverse recovery times and DC output current.

The ring can cause RFI problems, drive the rectifier diodes too close
to their maximum reverse voltage rating, and increase their dissipa-
tion. The oscillation can easily be eliminated by RC snubbers (R6,
C6; R7; R8; and R9, C9) across the diodes as shown in Figure 14.8.
Cathode waveforms before the snubbers were added are shown in
Photos PP8 and PP10 and after the snubbers were added, in Photos PP9
and PP11.

14.3.7 AC Switching Loss Due to Overlap of
Falling Drain Current and Rising Drain
Voltage at Turn “Off”

This is shown in Photo PP12 (Figure 14.12). Because MOSFETs have
negligible storage and very fast current turn “off” time, this is close
to the best-case scenario as described in Section 1.3.4.

In that scenario, current starts falling at the same instant the drain
voltage starts rising, and current has fallen to zero at the same instant
voltage has risen to its maximum. As mentioned in Section 1.3.4, for
this case, the AC switching loss averaged over the current fall time is
∫t f

0 IV dt = ImaxVmax/6 = 4.2 × 85/6 = 59.5 W. For a current fall time
of about 40 ns and a switching period of 5 μs, this AC switching loss
averaged over a full cycle is only 59.6 × 0.045/5 or 0.48 W.
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FIGURE 14.12 Significant waveforms in 200-kHz converter of Figure 14.8.
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14.3.8 Drain Currents as Measured in the
Transformer Center Tap and
Drain-to-Source Voltage at One-Fifth
of Maximum Output Power

Waveshapes for output currents of one-fifth the maximum (a typical
power supply specification for minimum output currents) are shown
in Photos PP13 to PP15 in Figure 14.13.

Efficiencies are still close to 80% as shown in Figure 14.13. For the
worst efficiency of 78.7% at Vdc of 59.8, total internal losses are only
43 W—which is quite good.

The photos shown here and those following show an interest-
ing and subtle problem. The problem is not a catastrophic failure
mode, but one which may cause slave voltages to depart signifi-
cantly from specified values. This problem arises from too large a
transformer primary magnetizing current, or perhaps, too low a DC
output current. The magnetizing current can become larger than orig-
inally specified if the two transformer halves inadvertently separate
slightly. This will decrease the magnetizing inductance and increase
the magnetizing current. It will also happen if too large a transformer
gap was used to achieve a desired magnetizing inductance, or if
the minimum load current is made lower than the value originally
specified.

The problem can be seen in Photos PP13 to PP15. In those photos,
the drain voltage during the dead time (which should be Vdc as in
Photo PP14) starts at Vdc but gradually increases before the end of the
dead time. The result is a manifestation of the problem but is not the
actual cause. The basic cause is seen in Photo PP18 of Figure 14.14,
which shows the voltage at the cathodes of the 5-V output rectifiers.
There it is seen that during the dead time, the rectifier cathodes do not
remain clamped to ground as they should be, but gradually pull away
from ground. This is the bump ledge discussed in Section 14.3.5. It is
this voltage at the rectifier cathodes that is averaged by the output LC
filter to yield the 5-V DC output voltage. If that voltage has a bump
during the dead time, before the normal transistor turn “on” time, its
volt-second area increased. Thus the feedback loop, which is forcing
the controlled output to be precisely 5.00 V, will decrease the normal
“on” time. Then, since the slave outputs do not have this increased
volt-second area due to a bump at their rectifier cathodes, their DC
output voltages will decrease. Unlike Photo PP18 (Figure 14.14), it can
be seen in Photo PP9 (Figure 14.11) that the rectifier cathodes voltage
has no bump during the dead time, and the voltage rises vertically
from ground at the start of the normal “on” time. For this case, which
is at maximum load current in both outputs, the 23-V output is 23.74 V
at Vdc of 48.0 V (Photo PP2, Figure 14.1) In Photo PP18 at the same Vdc
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FIGURE 14.13 Transformer center tap current and drain-source voltage (Q2)
at minimum (Photo PP13), nominal (Photo PP14), and maximum (Photo
PP15) input voltage for one-fifth of maximum output currents.

and at minimum load, the 5-V output is 5.00 V, and the 23-V output
is 21.52 V (tabular data for Photo PP14 in Figure 14.13).

The final question to be answered is why this bump during the
dead time occurs for too high a magnetizing current or too low a
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FIGURE 14.14 Significant waveforms in 200-kHz converter of Figure 14.8 at
minimum (Photo PP16), nominal (Photo PP17), and maximum (Photo PP18)
input voltages for one-fifth of maximum output current.

DC output current. This can be understood from the discussion in
Section 14.3.2 as follows. As the “on” transistor turns “off,” a fraction
of the total primary magnetizing current, multiplied by the turns ratio,
continues flowing in one of the half secondaries. Rectifier diodes of
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all secondaries are now free-wheeling and carrying about half their
associated output inductor currents. In each secondary, one rectifier
diode now carries a portion of the primary magnetizing current which
has been reflected into that secondary as well.

In Figure 14.8, consider the 5-V output rectifiers. Assume that Q1
is “on.” This makes the D2 anode positive and D2 delivers current to
the load via L1. When Q1 turns “off,” the dead time starts and the L1
current is divided between D1 and D2 acting as freewheeling diodes.
As long as the sum of the D1, D2 currents is equal to the L1 current,
their cathodes remain clamped one diode drop below ground.

However, as T1 turns “off,” a fraction of the total primary magne-
tizing current is transferred by flyback action into Ns1a and D1 into L1.
As long as this current is less than the current in L1, the D1, D2 cath-
odes remain clamped one diode drop below ground and the balance
of the L1 current is supplied via D1, D2.

When the current reflected by flyback action from the primary into
Ns1a exceeds the current in L1, the impedance seen at the input end
of L1 increases and the common cathodes of D1, D2 pull up from
ground before the end of the dead time as seen in Photo PP18.

With a closed feedback loop, the increased volt-second area due to
the bump at the rectifier cathodes during the dead time causes the
PWM chip to decrease the “on” time, so that the voltage averaged
by the LC filter yields the desired 5.00-V output. This decreased “on”
time then results in lower DC voltages at the slave outputs.

14.3.9 Drain Current and Voltage at
One-Fifth Maximum Output Power

This is shown in Photo PP16 (Figure 14.14). Note that with the current
probe in the transistor drain lead, a true measure of drain current is
obtained (15 A peak). When drain current is measured in the trans-
former center tap as in Photo PP14 (Figure 14.13), a false value of
700 mA is observed. This has been discussed in Sections 14.3.1 and
14.3.4.

14.3.10 Relative Timing of Opposing Drain
Voltages at One-Fifth Maximum
Output Currents

This is shown in Photo PP17 (Figure 14.14), which is presented to show
relative timings.
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14.3.11 Controlled Output Inductor Current
and Rectifier Cathode Voltage

The inductor current waveform in Photo PP18 shows the upslope of
inductor current during the transistor “on” time [di/dt = (Vcathode–
Vo )/L1], and the downslope of its current during the dead time (di/
dt = Vo/L1).

It is of interest to calculate L1 and verify that the inductor is as
designed. As closely as can be read from the “on” time cathode voltage
waveform, Vcathode = 7.5 V, and from the inductor current waveform
during the upslope, di is 1.8 A and dt is 1.45 μs. Then L1 = (7.5 – 5)
(1.45 × 10–6)/1.8 = 2.0 μH.

The inductor has 5 turns on an MPP 55120 core (see Magnetics Inc.
MPP core catalog) which has an Al of 72 mH/1000 turns. A 5-turn
winding should have an inductance of (0.005)2 × 72000 = 1.8 μH.
This is as close as can be expected from reading di/dt on Photo PP18.

14.3.12 Controlled Rectifier Cathode
Voltage Above Minimum Output
Current

This is shown in Photo PP19 (Figure 14.15), and is presented to
show that when output current is increased, the voltage ledge during
the dead time shown in Photo PP18 vanishes. The voltage remains
clamped at ground throughout the dead time and rises steeply to its
peak at transistor turn “on.” As discussed in Section 14.3.8, the 23-V
output voltage rises from 21.50 V in Photo PP18 to 22.97 V in Photo
PP19.

14.3.13 Gate Voltage and Drain
Current Timing

Photo PP20 in Figure 14.15 is presented to show the relative timing
of both gate voltages and both drain currents. Delays between gate
voltage transitions and the corresponding drain current rise and fall
times are seen to be negligible.

14.3.14 Rectifier Diode and Transformer
Secondary Currents

This has been discussed in Section 14.3.2 (see also Photo PP21 in
Figure 14.15). It shows the ledge currents during the transistor dead
time. Note that the ledge current immediately after an “on” time is
greater than that before the other “on” time. This is because the pre-
viously “on” diode carries the primary magnetizing current plus half
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FIGURE 14.15 Significant waveforms in 200-kHz converter of Figure 14.8.
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FIGURE 14.16 Significant waveforms in 200-kHz converter of Figure 14.8.

the output inductor current during the dead time immediately after
turn “off.”

14.3.15 Apparent Double Turn “On” per
Half Period Arising from Excessive
Magnetizing Current or Insufficient
Output Currents

This is shown in Photo PP22 of Figure 14.16. It is an extreme example
of the case of Photo PP13 (Figure 14.13). It is seen in Photo PP22 that
there are apparently two turn “ons” per half period—at A1 and A2 for
Q1 and B1 and B2 for Q2.
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The transistors turn “on” only at A2 and B2, and this brings the drain
voltages to ground. The apparent turn “on” events at A1 and B1 are
spurious. At those times, the corresponding drain voltage is driven
to ground by the positive drain bump after turn “off” of the opposite
transistor. This phenomenon is an extreme example of the situation
seen in Photo PP13, which was obtained by increasing the primary
magnetizing current by increasing the transformer gap with low DC
output currents.

As discussed in Section 14.3.8, this phenomenon occurs with a large
magnetizing current reflected into the secondary. When this exceeds
the DC load current in the controlled output inductor, the rectifier
diodes are unclamped from ground and produce a large positive
bump above Vdc at the drain.

This, through the transformer coupling, produces a negative dip at
the opposite drain. When that negative dip at the opposite drain falls
as low as ground, the inherent body diode of that MOSFET conducts
and holds the drain at ground. It appears thus that the MOSFET has
turned “on.”

The circuit may continue to work in this odd mode, but oscillations
may occur with the feedback loop closed. “On” time will jump errat-
ically from a true B2 aided by the spurious B1 to a true “on” time
of B1 +B2 at a slightly higher load current or slightly lower primary
magnetizing current.

The problem can be avoided by ensuring that there is no inadver-
tent increase in transformer gap, which would increase magnetizing
current, and that the lowest DC load current is always larger than the
magnetizing current reflected into the master secondary.

14.3.16 Drain Currents and Voltages
at 15% Above Specified Maximum
Output Power

Photo PP23, Figure 14.16 is presented to show that efficiency is still
above 83%, transformer temperature rise is still only 54◦C, and critical
waveforms are still clean at this higher power level. The circuit of
Figure 14.8 has also been run at 112 W of output power (Photo PP24
in Figure 14.17) with an efficiency of over 86%, clean waveforms, and
transformer temperature rise of only 65◦C.

14.3.17 Ringing at Drain During
Transistor Dead Time

To avoid ringing, RC snubbers (R1, C4 and R5, C5) are required across
each half primary. Without them, a high-frequency oscillatory ring oc-
curs throughout the transistor dead time (Photo PP25 in Figure 14.17).
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FIGURE 14.17 Ringing drain voltage during transistor dead time.

This worsens the RFI problem, and affects slave DC output voltages
in the same way as the dead time ledge of Photo PP18.

14.4 Flyback Topology Waveshapes
14.4.1 Introduction
Typical waveforms are presented for a relatively low-power, discon-
tinuous mode, single-ended flyback.

A discontinuous mode, single-ended flyback was selected as it is
the simplest topology for output powers up to about 60 W—the area
of greatest usage for flybacks.

A serious drawback of the single-ended flyback is that energy stored
in the transformer leakage inductance must be absorbed and subse-
quently dissipated in an RCD snubber (Chapter 11). If it is not, the
leakage spike can destroy the transistor. Above 60 W, the high snub-
ber dissipation is a significant drawback.
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FIGURE 14.18 A 50-kHz 50-W flyback supply.

The double-ended flyback (Section 4.6) solves this problem not by
storing leakage inductance energy in a snubber capacitor and then dis-
sipating it in a resistor, but rather by returning the leakage inductance
energy without dissipation to the input supply bus.

Thus, the double-ended flyback is a widely used approach for out-
put powers above 60 to 75 W. Significant waveforms in the single-
ended flyback are much like those of the superior double-ended
flyback, so waveshapes of the single-ended circuit only will be shown.

Waveforms shown herein were taken from the circuit of
Figure 14.18. The circuit is a 50-W, 50-kHz supply with one master
output and one slave. Here again, the feedback loop was not closed.
The transistor input was driven by a 50 kHz, manually adjustable
pulse width generator using a 3525A PWM chip.

The pulse width at all input voltages and output load conditions
was manually adjusted to set the master output at 5.00 V. The voltage
of the slave was read and recorded.

The slave winding turns were chosen to yield 15 V when the mas-
ter was 5.00 V. As will be noted, the slave output voltage is not de-
termined entirely by the master/slave turns ratio. Due to secondary
leakage inductances and interaction between master and slave wind-
ings, the slave output voltage is also dependent on the master DC
output current.
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14.4.2 Drain Current and Voltage
Waveshapes at 90% of Full Load for
Minimum, Nominal, and Maximum
Input Voltages

These are shown in Figure 14.19. They show the characteristic linear
ramp of primary current (dip/dt = Vprimary/Lprimary) during the tran-
sistor “on” time. At the instant of turn “off,” they show the leakage
inductance voltage spike at the rising drain. The amplitude of this
spike is controlled by the RCD snubber capacitor C2, which is chosen
large enough to limit the spike to a safe amplitude without causing
too much dissipation (= 0.5C2(Vpeak)2/T) in snubber resistor R1.

The waveforms show that as Vdc increases, the pulse width required
to maintain a constant master output voltage decreases. It is also seen
that the peak ramp current is constant for all input voltages at constant
output power.

It is also seen that after the leakage spike, the drain voltage falls
(except for the small pedestal for a short time after the spike) to a level
of Vdc+(Np/Ns1) (V5+VD2). It remains at that level until the reset volt-
second product equals the set volt-second product [Vdcton = (Np/Ns)]
(V5 + VD2) and then it falls back to Vdc.

Figure 14.20 shows the same waveforms at the three input voltages
for a lower total output power (17 W). All “on” time pulse widths
are narrower, and consequently all peak primary currents ( di =
Vprimaryton/Lp) are lower. This is because less power [0.5Lp( Ip)2/T]
is required from the input bus, so the peak primary current at the end
of the “on” time is less—as is the leakage inductance spike.

14.4.3 Voltage and Currents at Output
Rectifier Inputs

These are shown to demonstrate why slave output voltages are not
entirely dependent on the master/slave turns ratios, and why they
are dependent on the master output current.

When the transistor turns “off,” all the energy stored in the primary
0.5Lp I 2

p is delivered to the secondaries, except for some stored in the
leakage inductance that is diverted to the snubber capacitor C2. That
energy is delivered to the master and slave outputs in the form of
currents shown in Figure 14.21. The currents to the master and slave
outputs via their rectifiers are not of equal duration and certainly not
of similar waveshapes.

Note that when the DC output current of the master is increased
from 2.08 A (Photo FB8) to 6.58 A (Photo FB10), the small voltage
pedestal on the slave output rectifier increases from about 20 to 28 V
(Photos FB7 and FB9). This occurs because of secondary leakage
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FIGURE 14.19 Typical waveforms in the 50-kHz flyback supply of
Figure 14.18.
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FIGURE 14.20 Significant waveforms for the 50-kHz flyback supply shown
in Figure 14.18.
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FIGURE 14.21 Why the slave DC output voltage is not directly related to the
master DC output voltage and the corresponding turns ratio. Master
secondary leakage inductance diverts some of its peak secondary current
into the slave rectifier anode immediately after turn “off.” As long as this
diverted current persists, it couples a pedestal voltage into the slave rectifier
anode. The slave output capacitor charges up to the pedestal peak which is
higher than the induced secondary voltage and is dependent on the master
current. The remedy is to minimize secondary leakage inductances. The
effect is minimized by an inductor in series in the slave secondaries.

inductance and mutual coupling between master and slave secon-
daries, and with the large voltage at the pedestal at the slave rectifier
anode (compare Photos FB7 and FB9), the slave DC output voltage is
increased.

14.4.4 Snubber Capacitor Current
at Transistor Turn “Off”

Figure 14.22 shows that at the instant of transistor turn “off,” all the
transformer primary current (5 A from Photo FB5) is immediately
transferred to the snubber capacitor C2 and through snubber diode D1
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FIGURE 14.22 At the instant of turn “off,” all the current which had been
flowing in the transformer magnetizing and leakage series inductances is
driven immediately into the snubber capacitor of Figure 14.18c.

to common. That current represents energy stored in the primary leak-
age inductance [0.5L leakage( Ip)2]. Until it is transferred to C2 as elec-
trostatic energy [0.5C2(Vp)2], all the energy stored in the transformer
magnetizing inductance cannot be delivered to the secondaries.

If C2 is made too small, the current reflected from the primary at
the instant of turn “off” may charge it to a dangerously high voltage.
Thus, C2 is selected large enough to limit the leakage spike to a safe
value, but not so large as to result in excessive dissipation.
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C H A P T E R 15
Power Factor and

Power Factor
Correction

15.1 Power Factor—What Is It and
Why Must It Be Corrected?

We are all familiar with the concept of power when dealing with DC
currents and voltages, where the VI product gives power, or the rate
of doing work in watts, directly. However, when dealing with AC
conditions the calculation of power is not so straightforward.

For AC conditions we are also familiar with the term RMS (the
square root of the mean of the squares), a value allocated to any voltage
or current waveform that produces the same heating effect (power)
into a resistive load as would a DC voltage or current of the same
value.

However, for an AC waveform, the product Vi Ii that is the product
of RMS input voltage Vi and RMS input current Ii yields apparent
power, which is the same as real power only for a purely resistive load.

A component of input current normal to the voltage across the load
resistor (Ii sin x) does not contribute to the actual load power. In the
case of sinusoidal voltage and current, this is a current that flows 90◦
out of phase with the voltage. This current represents energy drawn
from the input source which is stored temporarily in a reactive com-
ponent of the circuit. Later, this stored energy is returned to the input
source. This current, which does not contribute to load power, wastes
power in the winding resistances of the input power source and power
lines.

The term power factor stems from elementary AC circuit theory.
When a sinusoidal AC power source feeds either an inductive or a

669
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FIGURE 15.1 Defining Power Factor. In AC circuit terminology, power factor
for a sinusoidal waveform is defined as the cosine of the phase angle between
input voltage and input current. In circuits with pure resistive load, there is
no phase difference between input voltage and current, and the power factor
is unity. If current lags or leads input voltage, it is only the component of
input current in phase with the voltage that contributes power to the load.

capacitive load, the load current is also sinusoidal, but lags or leads
the input voltage by some phase angle x. The actual power delivered
to the load is Vi Ii cosine x. It is only the component of input current
which is in phase with the voltage across the load impedance (Ii cos x)
that contributes to the true load power. The power factor is defined
as cos x, and the true power is obtained by multiplying the apparent
power by the power factor. Reactive and power generating compo-
nents of a sinusoidal input line current can be seen in Figure 15.1

In AC power circuit parlance, cos x is referred to as the power factor.
To minimize power loss it is desirable to keep the power factor as close
to unity as possible. To do this, we need to keep the input line current
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FIGURE 15.2 Full Wave Rectifier Waveforms. (a ) Full-wave rectifier and
filter circuit. (b) Output voltages with and without a capacitor filter after the
input bridge rectifier. (c) Input line current with capacitor Co present.

sinusoidal and in phase with the sinusoidal input line voltage. The
means to achieve this is referred to as power factor correction.

The circuit techniques described in this chapter maximize or “cor-
rect” the power factor by forcing the input line current to be sinu-
soidal, and in phase with the input line voltage such that real power
and apparent power are the same. This keeps the line input free from
excessive line harmonics. These techniques are especially useful—
indeed, mandatory in certain new designs for “off-the-AC power line”
power supplies.

The reason for mandating such correction measures is that severely
distorted input line current waveforms caused, for example, by the
capacitor filter that follows the input bridge rectifier in a typical “off
line” power supply (see Figure 15.2c.) provoke excessive loss in dis-
tribution systems and generating equipment.

15.2 Power Factor Correction in
Switching Power Supplies

In the field of switching regulators, any circuit configuration that
causes the input line current to be nonsinusoidal (or even sinusoidal
but out of phase with the sinusoidal input voltage) has harmonics
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resulting in a lowered power factor and consequent waste of power.
Any component of input current normal to the applied voltage does
not contribute to delivered power, and wastes power in the resistance
of the supply input network and source generator.

In power supplies with a capacitor filter across the input bridge
rectifier, the input line current consists of very narrow spikes with fast
rise and fall time. These current spikes have a high RMS value, waste
power, and give rise to RFI/EMI problems. Borrowing a term from AC
circuit theory, power supplies with such input line currents are said to
have poor power factor. The object of power factor correction is to force
the input current to track the applied voltage (typically this will be
sinusoidal) as closely as possible, so that it will be in phase with the
line voltage, and generate a regulated DC output voltage somewhat
greater than the peak of the line voltage.

In Figure 15.2a and b, if the filter capacitor Co were absent and
the load were a pure resistor, the voltage at Vo would have the half
sinusoidal waveshape ABXCDYEF. Rectified current coming out of
the rectifier would have the same half sinusoidal waveshape (referred
to as a haversine), and the line current drawn from the input source
would be almost purely sinusoidal and in phase with the sinusoidal
input voltage. The power factor would be unity; and if Vi and Ii were
the input voltage and current measured with RMS meters, the input
and output load power would be Vi Ii .

Half sinusoids of rectified output voltage such as ABXCDYEF
(Figure 15.2b) are not useful. The sole purpose of the rectifier and
filter is to convert the input AC voltage to a DC voltage with as low a
ripple content as possible. The capacitor Co is thus added to yield the
waveform ABCDEF. This results in a higher DC voltage component
(midway between amplitudes at B and C or D and E) and a lower
peak-to-peak ripple of B – C or D – E . Between instants B and C or
D and E , all rectifiers are reverse-biased, no line current flows, and
all load current is drawn from the filter capacitor Co . At instants A, C ,
and E , the rising input voltage forward-biases the rectifiers, and line
current now flows to the load, and into Co to replenish the charge lost
when it alone was supplying load current.

The line current with the filter capacitor in place is shown in Figure
15.2c. It is a sequence of narrow current pulses before the peak of
each half sinusoid of input voltage. The larger the filter capacitor, the
shorter the duration, rise, and fall times of the pulses, and the higher
their peak and RMS values.

It is these narrow line current pulses that power factor correction
aims to eliminate. Their fast rise time causes radio-frequency interfer-
ence (RFI) problems, and more important, their RMS value is higher
than what is needed to supply the required output load power and
causes excessive temperature rise and decreased reliability in the filter
capacitor.
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15.3 Power Factor Correction—
Basic Circuit Details

Power factor correction eliminates the large filter capacitor Co after
the bridge rectifier, and thereby permits the voltage after the rectifier
to rise and fall in half-sinusoidal fashion, called a haversine wave-
form. It then converts this haversine to a constant regulated DC output
voltage.

The essence of the technique is that by monitoring the rectified
input haversine voltage and forcing the current waveform to track
it, the instantaneous input line current is directly proportional to the
voltage in the same way as if it were driving a resistive load.

A boost regulator (Section 1.4), can do this by using a special control
circuit. During the half sinusoids of voltage, the “on” time of the boost
regulator is modulated by a PWM control chip in such a way as to force
the input line current to track the voltage and be half sinusoidal also.
At the same time it maintains the output voltage constant at a value
somewhat greater than the incoming sine wave peak value.

The basic scheme used to implement power factor correction (PFC)
is shown in Figure 15.3. First, the large input filter capacitor of Figure
15.2a is replaced with a much smaller value, allowing the voltage
immediately after the bridge rectifier to fall to zero each half cycle, as
shown in (Figure 15.3a ).

By removing the input capacitor Co , the line current flows con-
tinuously and sinusoidally, avoiding the narrow current pulses of
Figure 15.2c. The resulting half sinusoids of voltage drive a
continuous-mode boost converter.

The first task of the power factor correction circuit is to use the boost
converter to convert the varying input voltage (the half sinusoids) to
constant, fairly well-regulated DC voltage somewhat higher than the
input since wave peak. It does this by using a continuous-mode boost
converter (Section 1.4) in the following way.

A boost converter “boosts” a low voltage to a higher voltage. It does
this by turning “on” the transistor Q1 for a time Ton out of a period T ,
and storing energy in inductor L1. When Q1 turns “off,” the voltage
polarity across L1 reverses, and the dot end of L1 rises to a voltage
Vo higher than the input voltage Vin. Energy stored in L1 during Ton
is transferred via D1 to the load and C1 during the Q1 “off” time. It
can be shown that the output-input voltage relation of such a boost
converter is given by

Vo = Vin

(1 − Ton)/T
(15.1)

During the half sinusoids of Vin, the Q1 “on” time Ton is width-
modulated in accordance with Eq. 15.1 to yield a constant DC voltage
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FIGURE 15.3 A typical boost-type power factor correction circuit. Providing
a boost regulator after the input bridge rectifier will force a sinusoidal line
current in phase with the voltage, and yield a regulated DC output voltage
somewhat higher than the peak line voltage.
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FIGURE 15.4 Boost Converter Waveforms. Showing the significant
waveforms in the boost converter of Figure 15.3 as the input voltage
increases toward the peak from zero.

Vo somewhat higher than the peak of the input voltage sine wave. The
“on” time is controlled continuously by a PFC control chip whose DC
voltage error amplifier senses Vo , compares it to an internal reference,
and sets Ton to keep Vo constant at the selected value in a negative
feedback loop.

From Eq. 15.1 it is seen that at the lower voltage portions of the
half sinusoids of Figure 15.3a , the Q1 “on” time must be large to
boost it to a value higher than the peak of the sinusoid. As Vin rises
toward its peak, the PFC chip automatically decreases the Q1 “on”
time so that the input voltage at each moment is boosted to the same
output voltage. The progression of the “on” times throughout the half
sinusoids is seen in Figure 15.4.

The second task of the power factor correction circuit is to sense
input line current and force it to have a sinusoidal waveshape in phase
with the input line voltage. This, too, is done by width modulation of
the same boost regulator’s “on” time. The “on” time is determined in
a negative feedback loop which compares a sample of the actual input
line current to the amplitude of a reference sine wave. The difference
between these two sine waves is an error voltage which modulates
the “on” time to force the two sine waves to be equal in amplitude.

The total error voltage that controls the boost regulator’s “on” time
is a mix of the output voltage and the input current error voltages.
This mixing is done in a real-time multiplier such that the output is
proportional to the product of the two error voltages.
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15.3.1 Continuous- Versus
Discontinuous-Mode Boost Topology
for Power Factor Correction

Boost converters can be operated in either the discontinuous or contin-
uous mode (Section 1.4). The continuous-mode boost topology is far
better suited to yield relatively smooth, ripple-free half sinusoids of
input line current is this application. This can be seen from Figure 15.5,
which shows a continuous-mode boost converter fed from a constant
DC input voltage. The continuous-mode boost topology differs sig-
nificantly from the discontinuous mode (Figure 1.10).

In the discontinuous mode, the inductor L1 is made small to yield
a steep ramp (di/dt = Vin/L1) of input current (Figure 1.10c) to Q1.
When Q1 turns “off,” all the current or energy stored in L1 is trans-
ferred via D1 to the load (Figure 1.10d) Since L1 is small, the down-
ward ramp of current through D1 [di/dt = (Vo − Vin)/L1] is also steep
and D1 current falls to zero before the next Q1 turn “on.” The input
line current, which is the sum of the Q1 current when it is “on” and
the D1 current when Q1 is “off,” is not constant over one complete
switching cycle. It consists of steep up and down ramps with zero
current gaps between a turn “off” and the next turn “on.”

In the continuous mode of Figure 15.5, however, the inductor L1 is
made significantly larger. As a result, the Q1 current (Figure 15.5c) has
the shape of a large step of current with a slow upward ramp on it, and
the D1 current has the shape of a large step with a slow downward
ramp. Importantly, there is no gap of zero current between a turn “off”
and the next turn “on.” The input line current (Figure 15.5e) is the sum
of the IQ1 and Id currents, and if the ramps are made small by using a
large L1, the line input current averaged over one switching cycle is
Iav with small peak-to-peak ripple �I. The input power is Vin Iav.

With an AC input, a continuous-mode boost converter is used after
the input bridge rectifier (as shown in Figure 15.3). At any point on
the half sinusoid input voltage, the Q1 “on” time will be forced by the
PWM control chip to boost that instantaneous voltage to the desired
DC output voltage. A voltage error amplifier, a DC reference voltage,
and a pulse width modulator in the control chip modulate the Q1
”on” time in a negative feedback loop to yield a constant DC output
voltage.

The instantaneous input line current is sensed by Rs and is con-
trolled to be proportional to the instantaneous input voltage. During
any one “on” time, current flows through L1, Q1, and Rs back to the
negative end of the bridge, and during the following “off” time it flows
through L1, D1, Ro and Co in parallel, and Rs back to the negative end
of the bridge.

By making L1 large, the peak-to-peak ripple current during each
switching cycle is kept small. Depending on the switching speed of Q1,
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FIGURE 15.5 A continuous conduction mode boost converter. This shows a
boost converter fed from a fixed DC input voltage. The circuit regulates
against DC input voltage changes by varying Q1 “on” time. It regulates
against load current changes by maintaining a fixed “on” time, while
building up the average current delivered by Q1 over a number of cycles
(Figure 15.5f ).
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there may be narrow spikes on the half sinusoids of current monitored
in Rs (seen in Figure 15.3b). If present, these can cause an RFI problem,
but a small capacitor across Rs can be used to minimize them.

15.3.2 Line Input Voltage Regulation in
Continuous-Mode Boost Converters

Before we consider more details of the boost regulators shown here,
it is of interest to see how a continuous-mode boost regulator corrects
against line and load changes with a constant DC input voltage.

First, consider how the output/input voltage relation of Eq. 15.1
comes about. In Figure 15.5, the switch transistor Q1 is “on” for a time
Ton and “off” for Toff out of the total period T. Neglect the “on” volt-
age drops of Q1 and D1. Since inductor L1 has negligible resistance,
the voltage across it averaged over one switching cycle must be zero.
Since the voltage at the top end of L1 is Vin, the voltage averaged over
one cycle at the bottom end must also be Vin. This means that area A1
in Figure 15.6a must equal area A2. Since the top end of L1 is at Vo
during Toff:

VinTon = (Vo − Vin)Toff

= (Vo − Vin)(T − Ton)

solving for Vo we have

Vo = Vin

(1 − Ton)/T

which is the previously mentioned Eq. 15.1.
In Figure 15.5a, output voltage regulation against Vin changes is

achieved by changing Ton with the pulse width modulator in accor-
dance with Eq. 15.1. If Vin momentarily changes, so does Vo . A frac-
tion of Vo is sensed and compared to a reference voltage Vref by error
amplifier EA to yield an error voltage Veao. This error voltage is com-
pared to a chip-generated triangle voltage Vt in voltage comparator
Vc . The Vc output is a square wave which is high from the bottom
of the triangle until it crosses error voltage output Veao. While the Vc
output is high, Q1 is turned “on” via a totem pole driver (TPD).

Thus, if Vin goes momentarily low, so do Vo and the EA inverting
input. Then the Vea output goes higher, the triangle Vt crosses the error
amplifier output later, the “on” time increases, and Vo moves back up
in accordance with Eq. 15.1. Conversely, if Vin goes high, Vo goes high,
Vea goes lower, Ton decreases, and Vo moves back down.
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FIGURE 15.6 Showing regulation against load current changes in a
continuous conduction mode boost converter.

15.3.3 Load Current Regulation in
Continuous-Mode Boost Regulators

Continuous-mode boost converters also operate to correct for load
current changes in a less obvious way. Referring to Eq. 15.1, note that
Vo and Ton are independent of the load current. However, if the DC
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load current changes, the transistor and output diode currents must
also change despite the constant “on” time. To achieve this the circuit
responds to a change in load current in the following way.

Prior to, say, an increase in load current, assume the Q1 current
is like ABCD in Fig 15.6b. For a small increase in steady state load
current, Q1 current will move up to, say, AB1C1D. For a larger load
current change, the Q1 current will move up to AB2C2D. To cause
these changes, Ton changes over a few switching cycles but returns to
its original value in the steady state. The steady-state current in diode
D1 for these three different load currents is shown in Figure 15.6c. The
output load current is the sum of IQ1 and ID1, and its peak-to-peak
ripple Ior can be made small as desired by increasing L1.

The “ramp on a step” waveforms (shown in Figure 15.6b and c)
change over a number of switching cycles as follows (Figure 15.5a ).
If the DC load current increases, Vo goes down momentarily because
of its source impedance. Then Vea in goes down, Vea o goes up, the
Vt triangle crossesVea o later in time, and Ton increases. Now the IQ1
current ramps up for a longer time to a higher value. Then ID1 starts
later in time from a higher value and, with a shorter “off” time, has a
higher value at the end of the “off” time. Hence the current It is larger
at the start of next turn “on.”

This progresses over a number of cycles with the average currents
at the center of the IQ1, ID1 ramps in Figure 15.5c and d increasing until
they equal the increased DC load, at which time Ton and Toff slowly
fall back to their initial values, as called for by Eq. 15.1. Thus for any
changes in DC load, the Ton and Toff times temporarily change, but
slowly relax back to their original values.

Thus, it can be seen that the bandwidth of the output voltage error
amplifier must not be too large. If it were, it would respond too quickly
and not permit the output voltage to shift for adequate time from its
normal value at a fixed input voltage. This time must be sufficient
for the above-described current buildup to occur over a number of
switching cycles.

Various designs of PFC chips, available from a number of different
manufacturers, will normally provide voltage and current sensing
error amplifiers, error signal mixing, and width-modulated transistor
turn “on” pulses so as to simplify the design of power factor correction
circuits.

Adding power factor correction to a power supply entails remov-
ing the filter capacitor (Co ) of Figure 15.2a , and adding one of the
available chips, together with a suitably designed boost inductor, a
boost transistor, current-sensing resistor, and an output capacitor, as
shown in Figure 15.3c, plus about half a dozen small resistors and
capacitors.
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After Pressman There is a common misconception that the actual ef-
ficiency of the power factor–corrected supply is better than its uncorrected
counterpart. This is not true. The designer and customer should be aware that
due to the additional components, the actual power loss in the power factor–
corrected power supply is normally greater than the uncorrected counterpart,
so the temperature rise will be greater. The power savings are to be found in
the external RFI filters, supply lines, and distribution equipment not in the
actual power supply. If a true wattmeter is used to measure input power
(such as a dynamometer wattmeter), the real input power will be greater for
the power factor-corrected unit. ∼K.B.

15.4 Integrated-Circuit Chips for
Power Factor Correction

A number of major manufacturers provide integrated-circuit (IC)
chips to perform all the functions required for power factor correc-
tion. They more often are designed to support a continuous-mode
boost regulator as described above, and use a scheme to sense and
control the DC output voltage and input line current by width mod-
ulation of the boost “on” time.

The earliest and hence the most widely used of these chips, the
Unitrode UC 3854 is typical of most of the others and is discussed
here in detail. Other chips—the Motorola MC 34261 and MC 3426—
are mentioned briefly. The Microlinear ML 4821 (now TI), the Linear
Technology LT 1248, and the Toko 83854 Linear are similar in concept
to the Unitrode UC 3854 but differ in important details. Hence the
manufacturer’s data sheet and application notes should be carefully
studied in all new designs.

15.4.1 The Unitrode UC 3854 Power Factor
Correction Chip

A simplified block diagram of the major elements of the chip is shown
in Figure 15.7, based on Unitrode Application Note U-125 by Claudio
de Silva. We will consider the functions of the various components as
follows.

Transistor Q1, inductor L1, diode D1, and output capacitor Co com-
prise the boost converter. A sawtooth voltage oscillator sets its switch-
ing frequency at Fs = 1.25/(R14Ct). Power switch Q1 is turned “on”
and “off” by totem pole output drivers Q2 and Q3.

An “on” time commences when FF (flip-flop) is set by a narrow
spike at the start of each sawtooth from the oscillator. The PWM
resets the FF at the end of the “on” time, when the sawtooth at its
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FIGURE 15.7 Showing a simplified block diagram of the Unitrode UC 3854
power factor correction chip.

noninverting input terminal crosses the voltage at the output (pin 3)
of linear current amplifier EA2. Voltage at pin 3 is a noninverted, am-
plified version of the instantaneous difference between voltage drop
across Rs and voltage rise across R2.

Width modulation of this “on” time by the PWM boosts the half
sinusoids of input voltage from the bridge rectifier to a constant output
voltage. It also forces the input line current to be accurately sinusoidal
and in phase with the input line voltage.

15.4.2 Forcing Sinusoidal Line Current
with the UC 3854

The current out of pin 5 is a continuous sequence of positive-going half
sinusoids whose amplitude at any instant is proportional to the prod-
uct of the DC voltage at point A and the current in pin 6. The input
at pin 6 is a reference half sinusoid of current in phase with the half
sinusoid line voltage after the bridge. Voltage at pin 5 is then a con-
tinuing sequence of half sinusoids in phase with the half sinusoids
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FIGURE 15.8 Critical waveforms in Unitrode 3854 power factor correction
chip.

of line voltage the bridge output. The amplitude of the sinusoids is
proportional to the voltage at the output of error amplifier EA1.

The line current is made sinusoidal by making it track the voltage
throughout each half sinusoid. The voltage drop across Rs from right
to left (Figure 15.8c) is very close to the voltage rise across R2 from
left to right (Figure 15.8b).

The current in Rs is the rectified input line current. This rectified
line current is equal to the sum of the Q1 current when it is “on” and
the D1 current when Q1 is “off.”

Hence when the voltage drop across Rs is forced to equal the voltage
rise in R2, the line current is also half sinusoidal and in phase with
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the voltage after the bridge rectifier. It can be seen from Figures 15.5c,
d and e that since the boost regulator part operates in the continuous
mode with a large inductor, the ripple current over one switching
cycle is quite small. Thus, when the current is controlled such that
the voltage drop across Rs is made equal to the voltage rise across
R2 throughout the half period, and since the voltage across R2 is a
smooth haversine, the line current in Rs will also become a smooth
haversine with very little switching frequency ripple.

During the 60-Hz half cycle, the voltage rise across R2 is slightly
higher than the drop across Rs , as the voltage drop across Rs is con-
tinually adjusting so as to keep up with the reference voltage ris-
ing across R2. This difference—the instantaneous error voltage—is
shown in Figure 15.8d. It is a positive voltage with respect to ground
throughout the half sinusoid, and is concave-upward. It is amplified
by noninverting current amplifier EA2 and has the concave-upward
waveshape shown in Figure 15.8e.

In the PWM comparator, the waveform at pin 3 is compared to the
roughly 5-V peak triangle at pin 14. At points X and Y (Figure 15.8e),
the triangle crosses the higher voltages there later in time, and the
“on” time is long. At the sine wave peak (point P), the voltage level is
lower and hence the triangle crosses it earlier in time and the “on” time
is shorter. Thus during the half cycle, the cusplike waveform at pin 3
yields an “on” time that is maximum at the zero crossing, decreases as
input voltage from the bridge rises toward its peak, and falls again as
the input voltage falls toward the zero crossing. These varying “on”
times boost the half sinusoid input voltage to the constant DC output
voltage at Co as called for by Eq. 15.1.

These “on” times (as dictated by the error voltage signal at pin 3)
are the average taken over a few switching cycles. As the current
demanded by the sinusoidal voltage across R2 changes, so must the
ramp-on-a-step current pulses in Rs change. This occurs as discussed
in Section 15.3.3 by momentarily altering the error voltage at pin 5 and
hence at pin 3. The PWM comparator momentarily alters the “on” time
so that the ramp-on-a-step current pulse flowing through Rs causes
the voltage across it averaged over one switching cycle to equal the
voltage across R2. After a few cycles when those voltages are equal,
the “on” time relaxes back to the value required by Eq. 15.1 to boost
the instantaneous input voltage to the desired constant DC output
voltage.

15.4.3 Maintaining Constant Output
Voltage with UC 3854

Without going into the details of the multiplier and divider, it is suf-
ficient to say that the output voltage at pin 5 is simply the product of
voltage at input point A and current at input point B.
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Regulation against Vo changes takes place as follows (Figure 15.7.):
Point A is the output of the Vo error amplifier, which compares a
fraction of Vo to a fixed reference voltage. The voltage at point 5 is a
sequence of distortion-free half sinusoids of voltage whose amplitude
is proportional to the DC level at pin 7, the output of error amplifier
EA1. Then if Vo goes up, say, the voltage at pin 7 goes down and the
half sinusoid voltages at pin 5 get smaller in amplitude. The difference
in error voltage between pin 5 and ground (Figure 15.8d) goes closer
to ground, and so does the voltage at pin 3 in the PWM comparator.
The sawtooth crosses the voltage at pin 3 earlier in time, the “on” time
for each switching cycle does down throughout each half period, and
in accordance with Eq. 15.1, Vo goes back up to the required value. So
the output at pin 5 contains the information needed to keep both the
output voltageVo constant and the input line current sinusoidal.

Current into pin 6 is sinusoidal and in phase with the input voltage
because the impedance at that point is low and the large resistor R8
is driven by the sinusoidal voltage after the bridge rectifier.

15.4.4 Controlling Power Output
with the UC 3854

Figure 15.9 is the schematic for a 250-W power factor corrector using
the UC 3854. The maximum obtainable output power is determined
by setting the peak of the sinusoidal current Ip1 that flows through
sensing resistor Rs . This determines the maximum obtainable RMS
line input current and hence the maximum obtainable output power at
any RMS input voltage. Output power for the PFC circuit of Figure 15.9
is given in the following equation, in which lines above or below any
terms indicate the maximum or minimum values for those terms.

Po = EPin = EVRMS IRMS = EVRMS(0.707Ip1) (15.2)

Where E is the efficiency, and Ip1 is the current flowing in the current-
sensing resistor Rs at its peak at VRMS.

First Ip1 is chosen from Eq. 15.2. Then Rs is selected for minimum
dissipation at low line and maximum load with peak voltage drop at
low line not less than 1 V. Then for, say, a 1-V peak drop across Rs ,

Rs = 1
Ip1

(15.3)

Now because of internal design details, the maximum current Ipmd
available at MD output (pin 5) is fixed by

Ipmd = 3.75
R14

(15.4)

and Ipmd can be up to 0.5 mA but is usually set at 0.25 mA.
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FIGURE 15.9 A detailed schematic for a 250-watt power factor controller
using the Unitrode UC 3854 control chip. (Courtesy of Unitrode Integrated
Circuits Inc.)

At every instant, the feedback loop keeps the voltage drop across
Rs (= Rs I1) equal to the rise across R2 (= R2Imd). For maximum line
and MD currents of Ip1 and Ipmd,

R2 = Ip1 Rs

Ipmd
(15.5)

Thus for Po = 250 W, with VRMS = 90 V, and E = 0.85: From
Eq. 15.2, IRMS = 250/0.85×90 = 3.27 A and Ip1 = 1.41×3.27 = 4.61 A.
For a 1-V drop in Rs from Eq. 15.3:

Rs = 1.0
Ip1

= 1
4.61

= 0.22 �

We will select the closest standard value of .25 �. Then from Eq. 15.4
for an Ipmd of 0.25 mA,

R14 = 3.75
0.00025

= 15 k�
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From Eq. 15.5, for Ipmd of 0.25 mA, Ip1 of 4.61 A, and Rs of 0.25 �:

R2 = 4.61 × 0.25
0.00025

= 4.61 k�

To minimize drift in EA2 (Figure 15.7), R3 is set equal to R2.

15.4.5 Boost Switching Frequency
with the UC 3854

In addition to determining the current out of the MD output at pin 5,
R14 also sets the boost switching frequency because of internal circuit
details. Once R14 has been fixed, the boost switching frequency is
fixed by

Fs = 1.25
R14C11

(15.6)

where C11 is the capacitor to ground at pin 14. For R14 in ohms and
C11 in farads, Fs is in hertz. The UC 3854 can be used up to somewhat
above 200 kHz but is generally used at closer to 100 kHz.

15.4.6 Selection of Boost Output Inductor L1
Boost inductor L1 of Figure 15.5 or 15.7 is chosen for a desired min-
imum line ripple current at the peak of the sinusoidal input voltage.
It is chosen at maximum input power and minimum input voltage,
when the sine wave current peak Ip1 is at its maximum. This ripple is
�I ; the ramp amplitude is either IQ1 or ID1 in Figure 15.5, and is the
current change in L1 for minimum voltage Vp across L1 when the Q1
“on” time Ton is a maximum. Thus again for lines above and below
the terms, signifying maximum and minimum values:

L1 =
VpTon


I
= 1.41 VrmsTon


I
(15.7)

and

Ip1 = 1.41Po

EVrms
(15.8)

Arbitrarily choose �I as 20% of Ip .

�I = 0.2 × 1.41Po

EVRMS
= 0.282Po

EVRMS
(15.9)

Then from Eqs. 15.7 and 15.9,

L1 = 5.0 (VRMS)2 ETon

Po
(15.10)
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and from Eq. 15.1,

Ton = T
(

1 − VP

Vo

)
(15.11)

Now set Vo at 10% above Vp—the sine wave peak at maximum RMS
input voltage. Then

Ton = T
(

1 −
Vp

1.1 Vp

)
(15.12)

Since Vp/Vp = VRMS/VRMS, taking VRMS = 90 V and VRMS = 250 V
from Eq. 15.12,

Ton = T
(

1 − 90
1.1 × 250

)
= 0.673 T (15.13)

From Eqs. 15.10 and 15.13,

L1 = 3.37(VRMS)2TE
Po

(15.14)

Thus for VRMS = 90 V, frequency = 100 kHz (T = 10 μs), E = 85%,
and Po = 250 W, from Eq. 15.14

L1 = 3.37(90)2(10 × 10−6)(0.85)
250

= 928 μH

15.4.7 Selection of Boost Output Capacitor
Refer to Figure 15.10. The boost capacitor Co usually feeds a DC/DC
converter—generally a half bridge for output powers under 600 W and
a full bridge for higher powers. Recall that the nominal output voltage
Von is generally set at least 10% above the peak at maximum RMS input
voltage VRMS. Then for Vrms = 250 V,Von = 1.1 × 1.41 × 250 = 388 V.

This voltage is not well regulated, as the voltage error amplifier gain
bandwidth is kept low to improve response to changes in load current.
Hence assume the minimum output voltage Vo is 370 V.

If AC input is lost at the instant Vo is at its minimum value, Co should
be large enough to hold up the output voltage to a value (Vmhu) still
permitting all DC/DC converter outputs to remain within specifica-
tions for a time Tmhu. This time is often specified at 30 ms.

As Vo droops from Vo toward Vmhu, the DC/DC converter “on” time
increases to maintain all its outputs within specification. A small droop
of Vo would require a large capacitor, and excessive permitted drop
would force an increased “on” time too close to the maximum per-
missible value of a half period for most converter topologies. A usual
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FIGURE 15.10 Showing how to select capacitor Co to meet a specified
hold-up time.

compromise is for Vmhu to be chosen 60V to 80V below Vo and to de-
sign the converter transformer to have sufficient secondary turns that
the “on” time for an input of Vmhu is still only 80% of a half period
(Section 3.2.2.1).

Thus Co is selected using the following equation:

Co = IavThu

�V
= IavThu

Vo − Vmhu
(15.15)

where Iav is the average output current during the droop from Vo to
Vmhu. For converter output power of Pc and an efficiency of Ec ,

Iav = 2Pc

Ec(Vo + Vmhu)
(15.16)

Thus for Vmhu = Vo − 70 = 370 − 70 = 300 V and Thu = 30 ms, from
Eq. 15.15,

Co = Iav × 0.03
370 − 300

= 429 × 10−6 Iav

For Pc = 250 W and Ec = 0.85, from Eq. 15.16,

Iav = 2 × 250
0.85(370 + 300)

= 0.88 A

Co = 0.88(429 × 10−6) = 378 μF

We need only to select the closest standard value of 390 μF.
The transformer in the DC/DC converter must be designed so that

the outputs remain within specification at the specified Vmhu. This
will be safely achieved, as discussed in Section 3.2.2.1, if the number
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of secondary turns is sufficient to yield the required output voltages
at an “on” time of 80% of a half period.

Capacitor Co , in addition to being specified to yield the desired
holdup time, must also have an adequate ripple current rating. It can
be shown that in the boost diode D2 (Figure 15.7) the current consists
of the DC load current component, plus a 120-Hz component whose
peak amplitude is equal to the DC load current. The DC component
flows to the load, but the 120-Hz component flows into capacitor Co .
Thus the RMS ripple current rating for Co is IRMS = 0.707Idc.

Thus for a DC/DC converter output of 250 W at Vo = 388 V and
85% efficiency, Idc = 250/[388(0.85)] = 0.76 A, and the RMS ripple
current rating for Co is then 0.707 × 0.76 = 0.54 A.

15.4.8 Peak Current Limiting in the UC 3854
The peak limiting comparator at pin 2 and resistors R4 and R5 (Figure
15.9) provide peak current limiting. Note that the power transistor Q1
is turned “off” and no further current is taken from Q1 when the
FF is reset. The flip-flop is reset when the output of the current limit
comparator goes positive. This occurs when the DC voltage at the
inverting input pin 2 of the comparator falls below the voltage at
the non-inverting input. Resistors R4 and R5, fed from the +7.5-V
reference at pin 9, provide an upward level shift so that as pin 2 falls
to ground it limits at a peak current I1p such that

Ip1 Rs = IR4 R4

With pin 2 at ground

IR4 = IR5 = 7.5
R5

Then for, say, R5 = 10 k�, IR4 = 0.75 mA

R4 = Rs I1p

IR4

(15.17)

For a Po of 250 W, it was calculated that the peak current Ip was
4.61 A. Then for peak current limiting at 5.5 A, say, from Eq. 15.17,
R4 = 0.25 × 5.5/0.00075 = 1.8 k�.

15.4.9 Stabilizing the UC 3854
Feedback Loop

Stabilizing the feedback loops is beyond the scope of this discussion.
Let us note that there are two feedback loops—a fast wide-bandwidth
inner loop (EA2) which forces the input line current to be sinusoidal,
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and a slow low-bandwidth outer loop (EA1) that maintains constant
output voltage.

The EA2 (Figure 15.7 or 15.9) is a type 2 linear amplifier (Section
12.6). It has a zero at Fz = 1/(2π R6C15), a pole at Fp = 1/(2π R6C13),
and a pole at the origin at Fp = 1/[(2π R3(C13 + C15)].

The voltage error amplifier EA1, in addition to maintaining constant
DC output voltage, minimizes harmonic distortion of the 60-Hz line
current by having low bandwidth, and low gain beyond the third
harmonic of the line frequency.

Detailed design of the feedback loops is discussed in References 1
through 4.

15.5 The Motorola MC 34261 Power Factor
Correction Chip

To demonstrate a different principle, we will consider the obsolete
Motorola MC 34261 chip that was widely used in previous designs
(see Reference 5); it is shown in Figure 15.11.

As with the Unitrode chip, it is designed to complement a boost
converter that produces an output voltage somewhat higher than the

FIGURE 15.11 Motorola MC 34261 Power Factor Controller. It can be used
for inputs of 85 to 265 Vac. (Courtesy of Motorola, Inc.)
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FIGURE 15.12 Showing the critical waveforms in Motorola MC 34261 Power
Factor Controller, over one switching cycle within a 120-Hz haversine. Points
refer to locations in the schematic shown in Figure 15.11.

peak of the incoming half sinusoids from the bridge rectifier. It also
monitors input line current amplitude and forces it to track an in-
ternally generated reference haversine, at every instant. Unlike the
Unitrode chip (which uses a fixed-frequency, continuous-mode boost
converter as shown in Figure 15.4), it supports a boost converter op-
erating on the edge of the discontinuous mode. This can be seen in
Figure 15.12c, which shows the line current drawn through the T1
primary through one switching cycle. It ramps up to a peak when the
switch transistor is “on” and falls back to zero when the transistor
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turns “off.” There is no gap between the time the current has fallen
to zero and the time of the start of the next upward ramp, hence the
frequency is variable.

In this respect, it has the potential to generate more switching noise
because of the very large up-and-down current ramps. To its ad-
vantage, the current is zero at the switching instant. In contrast, the
continuous-mode boost of the Unitrode circuit has very flat current
ramps, and over one switching cycle, the line current change is very
small. Motorola and Unitrode claim similar third-harmonic distortion
for their power factor controllers of equal output power from iden-
tical input power sources. Both suppliers quote power factors better
than 0.99.

15.5.1 More Details of the Motorola MC
34261 (Figure 15.11)

The large filter capacitor, fitted after the input bridge rectifier in an
uncorrected supply, is replaced by a very small capacitor (C6) which
permits the voltage output from the bridge to follow the input line
voltage in haversine fashion down to about 1 V above ground. This
haversine must be clean and sinusoidal and must be in phase with the
input line voltage. This waveshape, after multiplication by the EA1
output voltage sensor, is compared in the current sense comparator, to
the line current haversines developed by R7. This forces the input line
current to be sinusoidal, distortion-free, and in phase with the input
line voltage.

The peak voltage at pin 3 must be kept less than 3 V to prevent the
internal circuitry from distorting the haversines. The current into R9
is a sequence of discrete triangles (Figure 15.12b) whose peak is equal
to the peak of the up and down triangles of Figure 15.12c. The average
of the current triangle of Figure 15.12c during one switching cycle is
the average of the input line current over that cycle. Thus by forcing
the average of the current triangles, converted to voltage triangles by
R9, to equal the instantaneous amplitude of the reference haversines
at the multiplier output, the line current is forced to be sinusoidal and
in phase with the input line voltage.

15.5.2 Logic Details for the MC 34261
(Figures 15.11 and 15.12)

Assume the RS latch has been set, and points 4 and 5 have gone high.
Output pin 7 goes high, turning “on” main power switch Q1. The Q1
collector falls to ground (Figure 15.12a ), and current in T1 primary
starts rising at a rate dI/dt = Vin/L (Figure 15.12b and c). When that
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current, flowing through R9, reaches a peak value (point 1) equal to the
instantaneous voltage at the multiplier output (point 2), the current
sense comparator output (point 3) goes positive and resets the latch
and point 4 goes low. This pulls point 5 and chip output pin 7 low,
turning “off” Q1.

Now the Q1 collector (Figure 15.12a ) goes high to Vo , and current in
the T1 primary falls at a rate of dI/dt = (Vo − Vin)/L (Figure 15.12c).
As the dot end of the T1 primary went positive, so did the dot end
of its secondary (point 7). Both inputs (9 and 11) to the RS latch are
positive, so both its set and reset outputs (points 4 and 10) go low.
Importantly, point 4 remains low as long as point 7, and hence point
8, remains high. The low at point 4 keeps point 12 high and point 5
low, so point 7 is low. This keeps Q1 turned “off” as long as point 7 is
high, or as long as current still flows in the T1 primary.

When current in the T1 primary falls to zero (Figure 15.2c), the dot
end of the secondary (point 7) falls to zero and so does the output
of the zero current detector (point 8). With three “lows” at NOR gate
Y, its output at point 4 goes high, driving point 5 high, and turning
Q1 “on” again to repeat the cycle. The latches must be locked with
point 4 high and point 10 low after point 7 falls low. This happens as
follows.

There is a delay between points 8 and 9, so for a moment after point
8 falls to ground, point 9 still holds up, keeping point 10 low. After the
delay, when point 9 falls low, point 4, being high, takes over at the input
to NOR gate X and keeps its output low, locking the latch with point 4
high and point 10 low, until the current in Q1 has driven the voltage at
point 1 above the instantaneous voltage from the multiplier at point 2.

15.5.3 Calculations for Frequency
and Inductor L1

When Q1 in Figure 15.12c is “on,” the voltage across L1 is Vin, and
its current ramps up at a rate dIr /dt = Vin/L1. When Q1 is “off,” the
voltage across L1 is Vo −Vin and its current, which is the AC line input
current, ramps downward at a rate dI f /dt = (Vo − Vin)/L1. If the
current rises to a peak Ip in a time Ton, then before it is turned “on”
again, it must fall the same Ip in a time Toff, or

VinTon

L1
= (Vo − Vin)Toff

L1

then

Toff = TonVin

Vo − Vin
(15.18)
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Here Vin is the instantaneous haversine input voltage as time pro-
gresses. It simplifies matters to operate at a fixed “on” time and permit
the “off” time to vary as in Eq. 15.18. Frequency 1/(Ton + Toff) will
then vary with the haversine voltage.

A reasonably small inductance L is chosen that can tolerate the peak
current with the required output power. Large inductances (say, over
1 mH) that do not saturate at currents over 2 A are large and expensive.
Then

Pin = Po

E
= VRMS IRMS

E

where current is a maximum for minimum voltage.
It follows

Irms = Po

EVRMS
= 0.707Ipk or Ipk = 1.41Po

EVRMS

where Ipk is the peak 60-Hz input line current at VRMS. As seen in
Figure 15.12c that since the current averaged over one switching cycle
is only one-half of Ipkt, then Ipkt must be 2Ipk or

Ipkt = 2.82Po

EVRMS
(15.19)

This is the peak transistor ramp current at the peak of the input
haversine at VRMS. When the transistor turns “on” at the peak of the
haversine, its current ramps up in a time Ton to

Ipkt =
VpTon

L

where Vp = 1.41 VRMS.Then L is

L = 1.41 VRMSTon

Iptt

Then from Eq. 15.19, Ipkt = 2.82Po/EVRMS

L = (VRMS)2Ton E
2Po

(15.20)

Now assume nominal, minimum, and maximum RMS input voltages
of 120, 92, and 138 V. For VRMS = 92 V, Po = 80 W, and E = 0.95,

L1 = (92)2 × 0.95Ton

2 × 80
= 50Ton (15.21)
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If a Ton of 10 μs is selected, L1 is 500 μH from Eq. 15.21, which is
reasonably small for a peak ramp current of

Iptt = 1.41 × 92 × 10 × 10−6/(500 × 10−6 = 2.59 A.

The boosted voltage must be above the sine wave peak at maximum
line input. For VRMS = 138 V, the sine wave peak is 1.41×138 = 195 V.
If it is not boosted far enough, Eq. 15.18 shows the “off” time will
be many times the “on” time and frequency will be low. This large
frequency change must be balanced against the higher voltage stress
on the “off” transistor, and more recovery time losses in rectifier diode
D5 for higher boost voltages.

Thus at low line of 92 V, the sine wave peak is 1.41 × 92 = 129 V. If
this boosted to 50 V above the high-line peak of 195 V, Eq. 15.18 shows
the time:

Toff = Ton Vin/(Vo − Vin) = 10 × 129/(245 − 129) = 11.1 μs

This yields a period of 21.1 μs, or frequency of 48 kHz. At high line
of VAC = 138, where peak Vin = 1.14 × 138 = 195 V, from Eq. 15.18

Toff = TonVin

Vo − Vin
= 10 × 195

245 − 195
= 39 μs

The switching frequency Fs would then be 1/(Ton + Toff) = 20 kHz.
This change from 48 kHz at the peak of the 92-V AC line to 20 kHz at
the peak of a 138-V line may not be desirable.

The frequency change during a haversine is much greater. Assume
VAC = 92 V and the output is boosted to 245 V—only 50 V above the
peak at high line of 138 V. As shown above, this yields a switching
frequency of 48 kHz. Now calculate the switching frequency close to
the notch of the haversine, at the 10◦ point, say, Vin is 1.41 × 92 sin
10 = 23 V. At that point, Eq. 15.18 shows Toff = Ton×23/(245–23) = 0.1
Ton, and the switching frequency is 1/10.1 = 99 kHz.

Such frequency variations with AC input voltages and haversine
tracking at the 120-Hz rate could present an RFI/EMI problem as
they represent a wide frequency spectrum. Even with these limita-
tions, however, the MC 34261 chip has found widespread acceptance
throughout the industry.

15.5.4 Selection of Sensing and Multiplier
Resistors for the MC 34261

The Motorola data sheet recommends calculating current sense resis-
tor R9 = Vcs/Ipk t, where Ipk t is the peak transistor current (Eq. 15.19),
and the current threshold Vcs is 0.5 V for VAC = 92 to 138 V RMS.
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From Eq. 15.19, for Po = 80 W, VRMS = 92 V, and efficiency of 95%

Ipkt = 2.82 × 80
0.95 × 92

= 2.58 A

then

R9 = 0.5
2.58

= 0.19 �

The data sheet suggests the multiplier voltage (chip pin 3) be 3.0 V
(VM) at the haversine peak at high line. Thus,

3 = 1.141 VAC R3
R3 + R7

And for VAC = 138 V,

R3
R7

= 0.016

This is suggested as a starting point. First set VM at 3 V with a high
value of R7 (say 1 M�) and vary R3 for the lowest distortion in the
AC line current.
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C H A P T E R 16
Electronic Ballasts
High-Frequency Power

Regulators for Fluorescent
Lamps

16.1 Introduction: Magnetic Ballasts
In an age of “green energy” more efficient electronic ballasts (high-
frequency efficient switchmode power regulators for fluorescent
lamps) are becoming an increasingly high-volume market for switch-
ing power supplies. By as early as the mid-1980s, shipments of fluores-
cent lamps of all types exceeded 300 million annually. It is estimated
the more than 30% of energy used in the U.S. goes toward lighting.

From the introduction of the fluorescent lamp in 1938 until the late
1970s, fluorescent lamps were driven directly from the 60-Hz power
line via a series inductor or via a 60-Hz step-up transformer/inductor
combination. The inductor or transformer/inductor element is re-
ferred to as magnetic ballast (Figure 16.1).

When the fluorescent lamp is fed from the 60-Hz power line, a
“ballast” (a device or electronic circuit that provides current limiting)
is required in series with the lamp. Current limiting is required because
the lamp itself has a negative slope resistance in its working range.
The magnetic ballast employs an inductor (as shown in Figure 16.1a )
or the enhanced leakage inductance of a special autotransformer (as
shown in Figure 16.1b).

In “preheat” lamps, the switch is momentarily closed to preheat the
filament and then the switch is opened. The current established in the
inductor results in a voltage spike that strikes the lamp.

The filaments of rapid-start lamps are powered up during and after
starting. Instant-start lamps have no heated filaments and depend on
field emission to supply the electron cloud required to start the lamp.

699
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FIGURE 16.1 Examples of fluorescent lamps with magnetic ballasts.

This saves filament heating power, but the necessarily higher start-
ing voltage for instant-start types results in stripping of the cathode
material and shorter lifetimes.

The series inductor is essential for current-limiting, because of the
lamp’s negatively sloping resistive volt/ampere characteristic. This
characteristic means that as the lamp input current increases, its volt-
age drop decreases. Hence it cannot be fed from a low impedance volt-
age source, because any momentary increase in lamp current would
cause a decrease in lamp voltage, and the lower lamp voltage would
cause a further increase in lamp current. This is a runaway condition
that would continue until the lamp failed.

The fluorescent lamps shipped from 1938 to the mid-1980s required
an equal number of magnetic ballasts that are inexpensive in large
quantities. The major problem with low-cost magnetic ballasts, how-
ever, is low efficiency due to power loss in the choke windings and
laminations. Also, the lamp efficiency is low because the lamp extin-
guishes at each zero crossing of the 60-Hz waveform, and this pro-
duces noticeable flicker. Flicker decreases the average light intensity,
and is dangerous where rotating machinery is in use due to strobe
effects. Also, the iron laminations tend to vibrate and cause an audible
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buzz, so they are potted in tar or varnish to suppress the noise, which
is a fire and disposal problem. Finally, the typical weight of such a bal-
last is 3 to 4 lb, and although this has been tolerated in the industry, it
is a significant shortcoming.

These drawbacks led to the development of electronic high-
frequency alternating current ballasts to power the lamp. The advan-
tages are increased lamp efficiency (measured as light output power
in lumens per watt of input power), smaller size, and lower weight.

Early experiments with capacitor ballasts showed that lamp effi-
ciency increased with increasing frequency up to about 20 kHz, and
then leveled off at about 14% (Figure 16.2). Also the capacitor ballast
was smaller and lighter, had no audible noise, and was less expensive.
At high frequency the lamp showed no flicker, and conducted and ra-
diated EMI were easier to suppress. The advantages of high-frequency
operation, though significant, could not be fully realized until a prac-
tical, inexpensive method of generating a high-frequency source was
available. Small SCR inverters for each lamp were considered, as well
as larger ones or even high-frequency rotating AC generators for the
large banks of lamps in factories or office buildings. With the rapid
drop in transistor and ferrite core prices, DC/AC inverters powered
from the rectified AC power line for each lamp or two-to-four lamp
assembly became possible, instead of a large central high-frequency
power source.

In recent years, most of these goals have been achieved with high-
frequency electronic ballasts, but their cost is still greater than that of
the equivalent magnetic ballasts. With the lower operating cost from
improved efficiency, and longer lamp lifetime, the high-frequency
electronic ballast is now increasingly displacing magnetic types in
new installations. Further, since electronic ballasts can replace mag-
netic ones in old installations without replacing the fluorescent lamps,
there is a large market in replacing the enormous number of magnetic
ballasts in large office buildings and factories.

It is estimated that the cost of replacing an older magnetic ballast
with an electronic ballast is recovered through reduced power cost in
about 1 year. The total reduction in power cost with the new electronic
ballasts can amount to 20 to 25% when all factors are considered. Con-
tributions to lower power cost come from improved lamp efficiency
due to flicker elimination and the ability to operate lamps at higher
current, and the inherently higher efficiency of a capacitor ballast over
a magnetic one.

Finally, in 2008 many governments began legislating the replace-
ment of incandescent lighting with high-efficiency electronic ballasts
and CFLs (compact fluorescent lamps) for both domestic and indus-
trial lighting. There is an additional advantage where air conditioning
is in use, as the improved efficiency of the lighting reduces the demand
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FIGURE 16.2 Fluorescent lamp light output in lumens per watt for
T12(1.5-in lamp diameter) and T17(1.88-in lamp diameter) versus frequency.
(From Campbell, Schultz, Kershaw, “High-Frequency Fluorescent Lamps,”
Illumination Engineering, February 1953.)

on the air conditioning system. The next step will probably be towards
solid state lighting.

One major manufacturer reports that after replacing magnetic bal-
lasts with electronic ones in a building with 960 eight-foot fluorescent
lamps, each fixture then drew only 87 W rather than 227 W for the same
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light output. At 6,000 hours of lamp operation per year and $0.106 per
kilowatt hour, the annual savings in power cost for the 960 lamps
amounted to $86,000. Even taking into account the higher costs of
electronic ballasts and the changeover labor, the manufacturer recov-
ered costs in 1 year. The manufacturer also estimates another $8,814
saving in decreased burden on the air-conditioning system.2

16.2 Fluorescent Lamp—Physics and Types
Most fluorescent lamps come in tubes of standard diameters, lengths,
and wattage ratings. Diameters come in increments of 1/8 in, and stan-
dard lengths are 2, 3, 4, and 8 ft. The various manufacturers all use
a four-character type code FPTD, in which F designates fluorescent,
P designates input power in watts, T signifies tubular, and D is dia-
meter in eighths of an inch. Thus an F32T8 is a 32-W, 1-in-diameter
lamp, and an F40T12 is a 40-W, 1.5-in-diameter lamp. Fluorescent
lamps are also available in circular and U shapes. Electronic ballasts
available from the various manufacturers are designed to operate the
various lamp types from the same line voltages as their original mag-
netic counterparts.

Fluorescent lamps consist of glass tubes in the above-described
standard lengths, diameters, and shapes and are filled with argon
or krypton gas at low pressure. A small amount of liquid mercury,
which vaporizes when heated by the low-energy arc in the gas, is also
enclosed (Figure 16.3).

Lamps are coated inside with various phosphors, which emit the
desired visible light when irradiated with ultraviolet light generated
by a high-current mercury arc flowing through the lamp. The cur-
rent is drawn through the lamp by a high voltage applied across the
electrodes at each end.

These electrodes are passive, unheated coils of wire in instant-start
lamps, or oxide-coated filaments in rapid-start lamps.

Before the electrode voltage is applied, there are relatively few cur-
rent carriers in the lamp gas, as none of the gas molecules are ionized.
Current carriers are supplied in quantity when a few free electrons in
the gas are accelerated to high speeds by the voltage applied across
the end electrodes. An accelerated electron colliding with a neutral
gas atom ionizes it, providing a free electron and a massive positively
charged ion. The released electron that is accelerated toward the an-
ode, and the positive ion toward the cathode, now produce more ion-
ization by collision. Each collision produces more current carriers, and
each current carrier causes more ionizing collisions. The result is an
avalanche of current or arc.
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FIGURE 16.3 A typical rapid-start fluorescent lamp. Heated filaments at
each end emit free electrons to permit starting the lamp at lower voltages.
Instant-start lamps do not use a heated filament to supply the starting
electrons. Instead, they use a higher voltage across the end electrodes to
supply the electrons by field emission. This saves filament heating power but
results in shorter lamp lifetime. (Courtesy GTE/Sylvania, “Fluorescent Lamps.”)

Instant-start (Figure 16.1d) lamps do not have a large initial supply
of free electrons to start the above process. They depend on the few
free electrons produced by cosmic rays and a large voltage gradient
between the end electrodes to start the ionization-by-collision process.
They consequently require a high electrode voltage to start or “strike”
the arc, but start instantly on application of the voltage.

Rapid-start (Figure 16.1c) lamps have current-carrying, oxide-coated
filaments, which supply a large reservoir of electrons to initiate the arc.
They require a lower accelerating voltage to light the lamp, and do
not light as quickly as instant-start types, but are acceptably fast. The
filaments of rapid-start lamps remain powered after the lamp starts.
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Older “preheat” lamps had filaments that were heated at turn “on,”
but used a starter device to turn off filament power automatically after
the lamp lighted, to conserve power.

Instant- and rapid-start lamps have their pluses and minuses. The
rapid-start type is slower in starting, but requires lower starting volt-
age than the instant-start type. Its filament makes it more expensive
to manufacture and it needs a source of filament power, which may
require a separate filament transformer or winding on the power trans-
former. The instant-start lamp, with its higher striking voltage, strips
material from the cathode at each start. After many starts, this dark-
ens the ends of the lamp and reduces its lifetime. Considering the
infrequent starts in its usual applications, its lower cost makes it com-
petitive. Both types are commercially available, and require ballasts
tailored to their characteristics.

The purpose of the low-pressure argon or krypton gas in the lamp
is to achieve faster lamp starting. Initially, the ionization by collision
is started in those gases. As the temperature rises due to the arc, the
mercury vaporizes and ionization by collision of its atoms produces
significantly more electrons and positively charged ions. More im-
portantly, the mercury vapor atoms produce the ultraviolet light that
stimulates the phosphors to emit visible light.

Electrons driven to the anode, and positively charged mercury ions
driven to the cathode, collide with other mercury atoms and excite
some of their orbital electrons to various higher energy levels. On
falling back to their original energy levels, radiation is emitted at fre-
quencies corresponding to the energies of the transitions. Transitions
across lower-energy differences produce relatively long-wavelength,
visible light; those across higher-energy differences produce short-
wavelength ultraviolet light.

One particular transition produces high-energy ultraviolet light at
a wavelength of 2537 angstroms (1 � = 10–8 cm). This is below the
visible spectrum of about 4000 to 7000 �, but the high energy of this
short wavelength is very effective in producing visible light from the
phosphors.

Figure 16.4 shows the spectral distribution of energy in watts
per nanometer (1 nm = 10�) from a 40-W white fluorescent lamp.
The smooth curve represents the continuous spectrum emitted by
the phosphor powder, stimulated by the ultraviolet light. The 10-nm
wide discrete bands represent radiation emitted by the mercury atoms
in transitions between low-energy differences. These transitions pro-
duce visible light but are not as effective in generating light from the
phosphors as the mercury atom energy transitions at 2537 �. Most of
the visible light output comes from the phosphors stimulated by the
ultraviolet light.
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FIGURE 16.4 Spectral energy distribution from a 40-W white fluorescent
lamp, in microwatts per nanometer (1 nm = 10�). The smooth curve is the
continuous spectrum of energy generated by the white phosphorous. The
10-nm wide discrete bands represent energy generated by the mercury
atoms in transition from a high to a low energy level. (Courtesy “General
Electric Bulletin Fluorescent Lamps.”)

16.3 Electric Arc Characteristics
Further details of an electric arc in a gas are presented here. Although
not essential, they are of value to the electronic ballast circuit designer
in making some design decisions. The nature of electrical conditions
in gases began to be studied intensively at the end of the 19th century.
This led to understanding the nature and properties of the electron
and atomic structure, and to the use of X rays for medical diagnosis.

In 1989, Paschen studied the DC voltage required to initiate a spark
between a pair or electrodes in air as a function of pressure. He used
spherical electrodes of diameter larger than the electrode separation
(Figure 16.5), to avoid high-voltage gradients in the vicinity of sharp
points or edges. His result—the well-known Paschen’s law—is shown
in Figure 16.6. For an electrode spacing of 0.3 to 0.5 cm at atmospheric
pressure, the voltage required to initiate a spark is close to 1000 V.
As pressure is decreased, the sparking potential falls continuously
toward a minimum of about 300 V and then rises again steeply. Gases
other than air exhibit the same general characteristics—the minimum
or critical pressure may be different for other gases.

Paschen’s law offers an experimental explanation of the phenomena
described above—ionization by collision. At high pressures, the mean
spacing between neutral atoms is so small that an ion—an electron or a
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FIGURE 16.5 Paschen’s classic experiment for measuring sparking potential
between a pair of spherical electrodes at various spacings as a function of air
pressure in the chamber.

positive ion—collides with neutral atoms before it can be accelerated
to a velocity sufficient to ionize them. As pressure is reduced, the
mean free path between atoms is increased, and accelerating electrons
or positive ions can travel longer distances and gather speed before
being slowed down by collisions. When they finally do collide, their
energy is sufficient to ionize the neutral atoms, there is an avalanche
of charge carriers, and an arc occurs.

16.3.1 Arc Characteristics with
DC Supply Voltage

As early as the late 19th century, physicists studied the visible appear-
ance of an arc discharge with DC voltage at the electrodes. Their orig-
inal experiments used solid electrodes—not heated, electron-emitting
cathodes—at each end of a glass tube. Several hundred volts were
applied across the electrodes through a current-limiting resistor.

FIGURE 16.6 Classical Paschen curve, showing required potential between
electrodes to start an arc discharge. Minimum arcing potential is about 300 V
at 3 to 5 mm of spacing in air.
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FIGURE 16.7 Pattern of light and dark regions in an arc discharge.

As the air pressure inside the tube was decreased sufficiently, physi-
cists observed the following pattern of light and dark regions stretch-
ing out from the cathode to the anode (Figure 16.7). Starting close
to the cathode, there was a short glowing region CG followed by a
longer dark segment CDS. This was followed by a longer glowing re-
gion NG, then an equally long dark region FDS. Between the FDS and
the anode, there were alternate bands (PC) of luminosity separated by
dark spaces. These acronyms are from cathode glow (CG), Crookes’ dark
space (CDS), negative glow (NG), Faraday dark space (FDS), and positive
column (PC).

This was explained in subsequent years as follows:
As the minimum pressure on the Paschen curve was approached,

stray free electrons (from cosmic rays or a high-voltage gradient close
to the cathode) were accelerated sufficiently to ionize neutral gas
atoms. The resulting positive ions, being massive, do not move very
rapidly or far from the cathode, and build up a positive space charge
and hence a high-voltage gradient near the cathode. This voltage
gradient—nowadays called the cathode fall—accelerates positive ions
and drives them into the cathode, sputtering off some of its material.

When neutral or ionized mercury atoms close to the cathode are
bombarded with electrons of sufficient energy, some of their orbital
electrons absorb this energy and are driven up to higher energies
within the atom. When these electrons fall back to their initial energy
level, they emit the visible light seen in the CG region.

At the outer edge of the cathode glow, all the electrons on their way
to the anode have given up their energy and slowed to the point where
they can no longer excite atoms to higher energy levels. Throughout
the Crookes’ dark space, they are being accelerated again, and at the
edge of the negative glow region they again have sufficient energy to
excite atoms to higher energy levels. Throughout the negative glow,
those atoms emit visible radiation as they fall back to their initial
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energy states. This happens again as the electrons speed up through
the Faraday dark space, where they do not have sufficient energy to
excite the atoms to luminosity.

And at the start of the positive column, there is again a luminous
region. Thereafter, throughout the positive column, there are alternate
dark and luminous regions. The dark spaces are the speed-gathering
regions; the bright ones occur when the electrons have achieved
enough energy to stimulate the atoms to emit visible light on their
fallback to their initial energy level. Most of the voltage applied across
the electrodes is dropped across the positive column, which occupies
80 to 90% of the distance between them.

16.3.2 AC-Driven Fluorescent Lamps
Electrodes in a fluorescent lamp are driven by an AC voltage—60 Hz
with a magnetic ballast, and above 20 kHz for an electronic ballast.
Thus throughout a cycle, each end of the lamp is alternately an anode
and a cathode, and the above pattern of bright and dark regions flips
and flops right and left so that the brightness striations are not visible
in the phosphor coating.

The secondary of a flyback transformer can be used to power a fluo-
rescent lamp. This appears attractive at first, as the output voltage of a
flyback secondary after the rectifying diode is unlimited in amplitude
and is easily high enough to strike an arc in most fluorescent lamps.
After the arc is struck, the lamp voltage falls back to its operating
voltage, which is generally in the range of 100 to 300 V.

This would shorten the lamp lifetime because the same end of
the lamp would always be the cathode and that end would quickly
darken. It has been pointed out that there is a large voltage gradient at
the cathode because of the positive space charge accumulating close
to it. This voltage gradient would drive heavy positive ions into the
cathode, sputtering away material, and would soon darken the lamp
close to the cathode. Thus alternating anode and cathode at opposite
ends of a fluorescent lamp is advantageous.

A fluorescent lamp driven from a high-frequency source produces
more light and is easier to start than one driven from a 60-Hz source
at the same input power level. At 60 Hz, there is no voltage across the
lamp at the zero crossings of the input sine wave. The lamp thus ex-
tinguishes, and the arc must be restruck twice per cycle after the zero
crossings. This lowers the average light output, especially at low tem-
peratures, and makes continuous restarting necessary. When driven
at frequencies above 20 kHz, the ionized atoms do not have time to
recombine at the zero crossings, and the lamp does not extinguish,
but maintains its light output.

The greater dissipation in a lamp driven from a standard 60-Hz
magnetic ballast than in a 25-kHz electronic ballast can be seen in
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FIGURE 16.8 Lamp waveforms. At every zero crossing of the current
waveform with a 60-Hz ballast, voltage across the lamp rises steeply. At the
zero crossing, the lamp extinguishes, its impedance increases, and the
voltage across the lamp must rise to a high value to reignite the lamp. With a
high-frequency power source, the lamp never extinguishes at the zero
crossings, and the lamp voltage is instantaneously proportional to the lamp
current. With a 60-Hz power source, the lamp extinguishing at every zero
crossing results in diminished light output power efficiency. (From R. J.
Haver, Power Conversion/Intelligent Motion, April 1987.)

Figure 16.8a and b. In Figure 16.8a the lamp is driven by a magnetic
ballast, where shortly after the zero crossing of the current, the lamp
voltage rises steeply to ignite the lamp.

These high-voltage episodes shortly after the zero crossings waste
power. In contrast, Figure 16.8b for a 25-Hz electronic ballast shows
there are no such high-voltage intervals immediately after the current
zero crossings. Also with the electronic ballast, voltage and current
waveforms are fairly sinusoidal and in phase. Further, in the 60-Hz
magnetic ballast, the crest factor, or ratio of peak to RMS current, is
much higher than that for the 25-kHz electronic ballast. It has been
widely reported in the literature3 that high current crest factors yield
poor lamp efficiencies. A perfect sine wave has a crest factor of 1.41.

It is estimated (Figure 16.9) that in a 40-W fluorescent lamp at 60 Hz
with a magnetic ballast, 23% of the input energy or 9.3 W is converted
to visible light via the conversion to ultraviolet light and the con-
sequent stimulation of the lamp phosphors, while 41% or 16.3 W is
converted to convected and conducted heat, leaving 36% or 14.4 W
radiated as infrared energy. For comparison, a 300-W incandescent
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FIGURE 16.9 Distribution of energy in a 40-W fluorescent lamp. (Courtesy
GET/Sylvania Bulletin, “Fluorescent Lamps.”)

light bulb yields 11% of its input power as visible light and 89% as
heat. In terms of light efficiency, a fluorescent lamp delivers 75 lm/W,
or up to 90 to 100 lm/W for the newest lamps with electronic ballasts4,
compared to 18 lm/W for an incandescent lamp.

16.3.3 Fluorescent Lamp Volt/Ampere
Characteristics with an Electronic
Ballast

Before a fluorescent lamp lights, it has high impedance as there are
few current carriers. It takes a high voltage—Vns, the nominal striking
voltage—to light the lamp. After lighting, the voltage across it with
an electronic ballast falls to a lower operating voltage Vop. The operat-
ing current Iop drawn by the lamp is largely determined by Xb , the
impedance of the ballast at operating frequency, and is given by

Iop = Vns − Vop

Xb
(16.1)
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The voltages and currents here are the RMS values, and hence the
actual power drawn by the lamp with an electronic ballast is

Pin = Vop Iop (16.2)

because the voltage and current are proportional and in phase.
The nominal striking voltage Vns is given by the lamp manufac-

turer, usually at 50◦F. To ensure lighting the hardest-to-start lamp, the
striking voltage at its minimum should be about 10% higher to accom-
modate manufacturing tolerances. The American National Standards
Institute (ANSI), in “Fluorescent Lamp ANSI Specifications,”5 sets the
values for Vop and Iop for each specific lamp type so that the product
meets the maximum wattage rating for that lamp.

Thus with Vop and Iop from the ANSI specifications, and Vns from
the manufacturer’s data sheet, Eq. 16.1 fixes the ballast impedance Xb .
For electronic ballasts in which the ballast is a capacitor, its value is
calculated from

Xb = 1
2π fCbT

(16.3)

where CbT is the value of the effective capacitance in series with the
lamp, as the lamp may be driven from the junction of two capacitors.

Note that by choice of the ballast impedance, a lamp can be operated
at a higher or lower power level than the rated maximum for that type,
at different combinations of Vop and Iop. Thus, for any desired power
level, Iop can be selected arbitrarily, and Vop calculated from Eq. 16.2.
Then from Vns and these values of Iop and Vop, the ballast impedance
Xb is calculated from Eq. 16.1. Then for a capacitor ballast, CbT is
calculated from Eq. 16.3.

Although any fluorescent lamp can be operated at input power lev-
els greater than those specified in the ANSI specification to yield more
lumens of light output power, its lifetime will be decreased. Lamp life-
time may also be shorter than the manufacturer’s specification even if
it is operated at the specified wattage, but at other than the specified
current. The manufacturer’s specified lifetime is based on life tests
operating at specified currents and voltages.

Figures 16.10a and b show lamp operating voltages and currents
for a number of T8 and T12 hot-cathode (rapid-start) lamps. The
negative input impedance of a fluorescent lamp can be seen. With
a constant arc length of about 90% of the lamp length, lamp voltage
decreases and input power increases as the lamp current increases.
Figures 16.11a and b show the important ANSI specifications (Vop,
Iop, and Vns) for a number of instant- and rapid-start lamps. Note
again with the negative input impedance of instant-start lamps in
Figure 16.11a , that as operating input current increases, operating volt-
age decreases.
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FIGURE 16.10 Fluorescent lamp operating voltages and currents. The source
voltage and ballast impedance determine the ballast operating voltage at the
manufacturer’s specified operating current. Operating below the
manufacturer’s specified current results in lower input and light output
powers. At higher than specified current, input and light output powers
increase but lamp lifetime is decreased. (From “Fluorescent Lamp Light
Sources,” Illumination Engineering Magazine.)
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FIGURE 16.11 (a ) American National Standards Institute (ANSI)
specifications for various fluorescent lamps; (b) Volt/ampere characteristics
at different operating currents for various hot and cold cathode lamps.
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16.4 Electronic Ballast Circuits
The basic block diagram of a modern electronic ballast is shown in
Figure 16.12. The DC/AC converter that drives the lamp is not pow-
ered from the AC power line directly, but through a power factor
correction building block (Chapter 15).

Recall from Chapter 15 that without power factor correction, the
input bridge rectifier requires a large filter capacitor. This capacitor
results in high amplitude line current pulses with fast rise and fall
times of high harmonic content. The current pulses cause EMI and RFI
problems in adjacent electronic equipment. The RMS value of the non-
sinusoidal line current is higher than that required to supply the actual
DC load, and consequently causes unnecessary heating of the input
power lines and generator windings. For the many fluorescent lamps
in a large office building or smaller generators as on naval vessels, this
could be a problem.

Power factor correction (PFC) solves this problem by eliminating
the large input capacitor and forcing the input line current to be sinu-
soidal and in phase with the input line voltage. Lamp ballast manufac-
turers are currently required to have power factor correction meeting
IEC555-2 specification, which limits the harmonic content of the in-
put power line. Electronic ballasts are also required to meet EMI/RFI
limits set by FCC (CFR 47, part 18).

FIGURE 16.12 Block diagram of a modern fluorescent lamp ballast. Output
frequency of the DC/AC inverter is set by a series or parallel self-resonant
oscillator in the range of 20 to 50 kHz. The ballast is usually a capacitor or the
controlled source impedance of a series LC resonant circuit.
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16.5 DC/AC Inverter—General
Characteristics

The DC/AC inverter topologies usually used in electronic ballasts are
the push-pull for 120-V AC line input, and the half-bridge for 220-V
line input. Unlike switching power supplies that use fixed-frequency,
chip-driven, square wave circuits for their DC/AC inverters, ballast
inverters are series or parallel, self-resonant LC oscillators. There are
a number of reasons for this.

Probably most important is that the lamp power efficiency is highest
with sinusoidal current drive. Thus there are cost and space savings in
generating a sinusoidal current rather than generating a square wave
and adding filter components to remove higher harmonics. Although
using a chip is probably the simplest and most direct way of generat-
ing alternating current from the rectified AC line, the cost would be
prohibitive. The LC oscillators actually used are not constant in fre-
quency, but that is no problem as long as the frequency remains above
20 kHz, beyond which there is little further gain in lamp efficiency.

Also, with sinusoidal voltages and currents, there are significant
advantages in reduced switching losses at turn “on” and turn “off,”
and higher permissible “off” voltage stresses with alternating base
drive voltage. The negative half cycle of the base drive automatically
provides reverse bias, which permits the transistor to sustain the Vcer
voltage rating rather than the lower Vceo rating.

Higher permissible “off” collector voltages with sinusoidal base
drive can be appreciated from Figure 16.14a for one of the above
topologies. There it can be seen that during the collector “off” time, the
negative half sinusoid of the base drive, aided by the negative bias on
the input capacitor, automatically forces a negative bias on the “off”
base. This permits the usual high-voltage transistor to safety sustain
its Vcev rather than its Vceo rating. The Vceo rating is the maximum
“off” voltage that a bipolar transistor can withstand if it has a high
impedance or open circuit at its base in the “off” condition. On the
other hand, the Vcev rating for high-voltage bipolar transistors is gen-
erally 100 to 300 V higher than the Vceo rating and pertains if the base
has a 2- to 5-V negative bias in the “off” state. Such a negative bias
is automatically obtained from the negative half cycle of the voltage
from the feedback winding (Figure 16.14a ) of the oscillation trans-
former. This negative bias on the “off” transistor is also automatically
obtained in the alternative base drive scheme in Figure 16.14a .

It will be shown later (Figures 16.14b and 16.22b) that two of the
most frequently used topologies achieve transistor switching at the
zero crossing of the collector voltage waveform and thus minimize
transistor switching loss.
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16.6 DC/AC Inverter Topologies
Figure 16.13 (Reference 6) shows the four most commonly used topolo-
gies for electronic ballasts. They comprise two versions—current-fed
and voltage-fed variations of the push-pull for 120-V AC line input,
and half bridge for 220-V line input.

For both push-pull and half bridge, the current-fed version requires
either one or two extra inductors and subjects the “off” transistors to
higher “off” voltage stress than the voltage-fed types. Reliable designs
are harder to achieve with voltage-fed types, however, because they
suffer from larger start-up voltage and current transients whose mag-
nitudes depend on the resonant circuit Q. Start-up current transients
in voltage-fed circuits may be 5 to 10 times the operating currents.7

Further, voltage-fed circuits have greater difficulty coping with open-
or short-circuited lamp loads, while current-fed schemes can operate
indefinitely with such loads.6,7

Further, current-fed circuits yield cleaner sinusoidal waveforms and
hence offer higher lamp efficiency.6 Importantly, the current-fed circuit
can drive a number of lamps in parallel, compared to only a single
lamp drive capability with the voltage-fed scheme.

FIGURE 16.13 Usual DC/AC inverter topologies for fluorescent lamps. Half
bridges are used for 220-V AC input, push-pulls for 120-V AC input.
(Courtesy Ferroxcube/Philips, Inc.)
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FIGURE 16.14a Current-fed parallel resonant DC/AC inverter. C1 plus the
reflected ballast capacitors C44 and C4B form the parallel resonant tank
together with the T1 magnetizing inductance in shunt. LCF is the
feed-current inductor.

With the availability of ever higher-voltage and lower-cost bipolar
transistors, the higher-voltage stress with current-fed topologies is not
a drawback to their use. Their major drawback remains the few extra
components and hence somewhat higher cost.

16.6.1 Current-Fed Push-Pull Topology
This is shown in Figure 16.14a and b. It was first described in de-
tail in a classic article by R. J. Haver.8 The Haver version did not
use an isolation transformer to drive the lamps, but rather a tapped
choke connected directly between collectors with the lamps across the
choke.

Capacitor C1, in shunt with the magnetizing inductance Lm of
the entire primary, comprises the parallel resonant tank circuit with
initial resonant frequency of fr = 1

/
(2π

√
LmC1). This is the reso-

nant frequency before the lamps light, as ballast capacitors C4 do not
reflect back into the primary until the lamps are lighted. When the
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FIGURE 16.14b Critical waveforms for the current-fed parallel resonant
DC/AC inverter of Figure 16.14a . In Figure 16.14a , the power transformer
center tap is not fed directly from the low-impedance DC output of the boost
regulator, but via a constant-current feed inductor Lcf. The circuit is an
oscillator with positive feedback from a pair of windings (Nfb) on the power
transformer to drive the bases.

lamps light, the ballast capacitors draw current, and an indeterminate
capacitance reflects back to the primary in shunt with C4 and lowers
the operating frequency.

Two alternative base drive schemes are shown. The upper one uses
an RC combination (R2C2, R3C3) at each base in series with the drive
winding. The negative bias at the base side of the capacitors helps
provide more rapid turn “off” and reduced storage time for the “off”-
turning transistor. It also adds to the negative bias, which helps ensure
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it is the higher “off” voltage specification Vcev, rather than the Vceo
rating that pertains.

The secondary is shown driving two rapid-start lamps in parallel.
Filament power for the lamps is derived from the secondaries of a
second transformer T2 whose primary is connected to an additional
winding on T1. Though T2 is an added-cost item, it may be preferable
to the alternative of having the filament windings themselves as addi-
tional secondaries on T1. This would make for a bulkier, less efficient,
and harder and more expensive transformer to wind.

Drawing a small current from Vdc, R1 supplies turn “on” current
to start the oscillation. The ever-present inequality in beta between
transistors Q1 and Q2 ensures that one device turns “on” first, and
thereafter the base drive for the continuing oscillation comes from
positive feedback winding Nfb via D1.

Collector voltage and current waveforms are shown in Fig-
ure 16.14b2–b5. Turn “on” and turn “off” are achieved at the zero
voltage points on the collector voltage waveform, minimizing AC
switching losses.

The peak secondary voltage across NS is set to the specified nominal
lamp striking voltage Vns at 50◦F for the specific lamp type. Capacitor
C4 is the ballast capacitor that limits the lamp RMS operating current
(I1RMS) to its specified value at its specified RMS operating voltage
(V1RMS) to yield the specified lamp power P = ( I1RMS)(V1RMS). Thus
C4 will be selected from

I1rms = IC4rms = 0.707Vns − V1rms

Xc4

= (0.707Vns − Vl rms)(2π fr C4)
(16.4)

16.6.2 Voltage and Currents in Current-Fed
Push-Pull Topology

Figure 16.14b1 shows the waveform at the center tap of power trans-
former T1 in Figure 16.14a . It comes about because of the current
feeding inductor Lcf, and is a full wave rectified sine wave. Since Lcf
has negligible DC resistance and hence cannot support a DC voltage,
the average voltage at the output end of Lcf must equal that at its
input end, or Vdc. The average of a full wave rectified sine wave of
amplitude Vp is Vav = Vdc = (2/π )Vp , so the peak voltage at the center
tap is Vp = (π/2)Vdc. Also, the peak center tap voltage is (2/π )Vdc, so
the opposite “off” transistor is subjected to a peak Vce voltage of πVdc
(Figure 16.14b2, b3).

A nominal AC input of 120 V RMS with ±15% tolerance yields a
maximum peak of 1.41 × 1.15 × 120 = 195 V. Recall that a PFC circuit
generates a DC output voltage about 20 V above the peak AC input
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(Chapter 15). Then Vdc will be about 195 + 20 = 205 V, and from
the above, the transistors must safely sustain a peak “off” voltage
of π (205) or 644 V. There are currently a number of transistors with
adequate voltage, current, and ft ratings to meet this requirement.

Figure 16.14b2–b5 show collector currents rising and falling at the
zero points of the collector voltage waveforms. This minimizes AC
switching losses. Since the half sine waves of voltage across each half
primary are equal in volt-second area (Figure 16.14b1) and with negli-
gible storage time, there is no possibility of flux imbalance (Section 2.2.5)
or momentary simultaneous condition.

Collector currents in each half cycle are shown in Figures 16.14b4
and b5. The sinusoidal “wiggle” at the top of the square pulse of cur-
rent is characteristic and will be discussed below. The average value
of the current at the center of the sinusoidal wiggle (Icav) is calculated
from the lamp power. Assuming two lamps of specified power P1, a
DC/AC converter efficiency of E , and input voltage Vdc, the collector
current is

Icav = 2P1

EVdc
(16.5)

Thus, for two 40-W lamps, a converter efficiency of 90%, and an input
voltage Vdc of 205 V from the power factor corrector circuit, Icav =
2 × 40/(0.9 × 205) = 434 mA.

16.6.3 Magnitude of “Current Feed”
Inductor in Current-Fed Topology

The feed inductor LCF in Figure 16.14a is calculable from
Figure 16.14b1. There it is seen that the output end of LCF swings
in half sinusoidal fashion around Vdc. Voltage across LCF at any in-
stant is Vl = LCF dI/dt. Hence dI, the change in current in LCF between
any two instants t1 and t2, is

dI = 1
LCF

∫ t2

t1
V1dt (16.6)

Note in Figure 16.14b1 that from times Ato C the voltage at the output
end of LCF is above Vdc. During this interval the volt-second area across
the inductor in Eq. 16.6 is positive, signifying that the inductor current
increases from times A to C . Between times C and E , the volt-second
area across the inductor is negative, so the current decreases.

The inductor LCF is chosen so that the current change dI in Eq. 16.6
is an arbitrarily chosen small fraction of the current in Eq. 16.5.
The inductor feeding the DC/AC inverter can then be considered a
constant-current source. Assume then that dI of Eq. 16.6 is ±20% of the
current Icav in Eq. 16.5. Then from the above value of 434 mA for Icav,
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di = 0.4 × 434 = 174 mA, and from Eq. 16.6, LCF = ∫ C
A V1 dt/0.174 H.

In Figure 16.14b1,
∫ C

A V1 dt is the area (in volt-seconds) of the region
lying between Vct and the Vdc line.

By “eyeball” integration, that area is about 800 ×10−6 Vs. Then from
Eq. 16.6, LCF = 800 × 10–6/0.174 = 4.6, or about 4.0 mH. It will be
wound on either a powered iron or gapped ferrite core, so it does not
saturate at the maximum current it will draw. Although the normal
current has been calculated above as 434 mA, it should be designed
for about twice that to allow for turn-on transients.

Examination of waveforms in Figure 16.14b1, b2, and b3 offers in-
sight into the characteristic sinusoidal wiggle at the top of the current
waveforms in Figure 16.14b4 and b5. Consider that the voltage across
LCF is Vl = LCF di/dt. At points Aand C in Figure 16.14b1, this voltage
is zero, so di/dt is zero at those points, and they correspond to points
I and K in Figure 16.14b4, where di/dt is also zero. At point B in Figure
16.14b1, V1 is a maximum and hence di/dt is also a maximum. Point B
in Figure 16.14b1 thus corresponds to point J in Figure 16.14b4, where
di/dt is also a maximum.

16.6.4 Specific Core Selection
for Current Feed Inductor

The 4.0-mH inductor LCF can be designed with MPP cores (Section
4.6.3), KoolMu cores9 that are less expensive and more modern ver-
sions of MPPs (Figure 16.15), gapped ferrite cores (Section 4.9.6), or
inexpensive but lossy powdered iron (Micrometals)10 cores (Figure
16.17). The choice will be made on the basis of cost, core losses, and
size. Table 16.1 serves as a guide to the choice.

The high price of MPP cores rules them out for this application,
but the cost/loss comparison at 1000 G in Table 16.1 is deceptive for
4.0 mH, because the peak flux density for the large number of turns
is so low that core losses even for the inexpensive Micrometals iron
powder material are not significant. The following calculations will
demonstrate the final core selection.

The required number of turns (Nr ) will be calculated from Al (milli-
henries per 1000 turns) as

Nr = 1000

√
L

A1
= 1000

√
4
A1

(16.7)

The peak flux density Bm can be calculated from Faraday’s law

V1 = NAe dB/ dt × 10−8
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FIGURE 16.15 Characteristics of KoolMu, a powdered magnetic core that is
less lossy than powdered iron. (Courtesy Magnetics, Inc.)
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Core loss, mW/cm3,
Core type Cost (500 quantity), $ at 1000 G, 50 kHz

MPP 14.00 180

KoolMu 4.20 300

Gapped ferrite (3C85) 2.20 (two halves, 3019 pot) 30

Micrometals 0.34 (26 material) 2000

TABLE 16.1 Cost/Loss Comparison of Various Core Materials

or

Bm =
∫ C

A
V1 dt

/
NAe × 10+8

where
∫ C

A V1 dt is the area in volt-seconds between points A and C in
Figure 16.14b1. That area is 800 × 10−6 Vs as estimated above. Then

Bm = 800 × 10+2

NAe
(16.8)

Core losses will be calculated from the manufacturer’s curves of losses
versus Bm and frequency. Frequency will be taken at 50 kHz, as Figure
16.14b1 shows that for 25-kHz oscillation frequency, inductor fre-
quency is 50 kHz.

Tentative cores will be selected for the three types—KoolMu,
Micrometals, and gapped ferrite. The initial selection will use Eq. 16.8,
seeking an Al that yields minimum turns without saturating the core,
as determined from the manufacturer’s curves of percentage induc-
tance falloff versus magnetizing force H (Figure 16.16a ). Cores with
higher values of Al (higher permeability) that minimize the number
of turns, saturate at lower H. Maximum H will be calculated from

Hm = 0.4 π NI
lm

(16.9)

where lm is the magnetic path length in centimeters and I is twice
the 434 mA calculated in Section 16.6.2, because of the possibility of
turn “on” transients of twice the normal maximum current (Section
16.6.3).

One of the tentatively selected cores will be chosen that yields mini-
mum core losses as calculated from N and Bm of Eq. (16.8) and the
manufacturer’s curves of core loss versus Bm and frequency (Figure
16.15b). We will first deal with KoolMu cores. See Table 16.2.

The inductor can be built with any of the above four cores for which
total core losses are insignificant. The percentage falloff in inductance
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FIGURE 16.16 Characteristics of Micrometals powdered iron; this material
is lossy but less expensive than KoolMu or MPP materials.
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Al , Loss,
KoolMu mH/ N Ae , Bm, lm, Hm, Loss, Volume, total

type kT turns cm2 G cm Oe %Fall mW/cm3 cm3 mW

77110 75 231 1.44 121 14.3 17.6 8 4 20.6 84

77214 94 206 1.44 136 14.3 15.7 11 5 20.6 103

77094 107 193 1.34 159 11.6 18.5 13 8 15.6 125

77439 135 172 1.99 117 10.74 17.4 9 4 21.3 85

TABLE 16.2 Possible KoolMu Cores for Current Feed Inductor

is negligible, and can be recovered by increasing the number of turns
by the square root of the falloff percentage. Core 77439 would be the
best choice as it has the fewest turns.

Repeating this procedure for Micrometals toroidal cores, for which
loss versus Bm and frequency is taken from Figure 16.16b and the
percentage fall in inductance is taken from Figure 16.16a , gives the
results shown in Table 16.3.

Table 16.3 shows that total core losses with the inexpensive
Micrometals cores are five to seven times higher than those with
KoolMu cores, but not prohibitively high. The required number of
turns does not differ greatly. The Micrometals 157-26 and 175-26, hav-
ing smaller magnetic path length and more turns than the first two
Micrometals types, have higher peak H, and consequently a higher
“swing” or falloff in inductance.

The best choice among the Micrometals cores is probably the 250-26
despite the higher core dissipation, because of its lower inductance
falloff.

The final choice, then, is based on a cost versus engineering per-
formance comparison. The KoolMu 77439 (Figure 16.17a ) is smaller,
and has lower dissipation, but costs more. Its outside diameter (OD)

Micro- Al , Loss,
metals mH/ N Ae , Bm, lm, Hm, Loss, Volume, total
type kT turns cm2 G cm Oe %Fall mW/cm3 cm3 mW

225-26B 160 158 2.59 98 14 12.3 10 17 38 646

250-26 242 129 3.84 81 15 9.38 6 15 57 855

157-26 100 200 1.06 190 10 21.8 20 60 11 660

175-26 105 195 1.34 154 11 19.3 18.0 40 15 600

TABLE 16.3 Possible Micrometals Cores for Current Feed Inductor
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FIGURE 16.17 Candidate geometries for current feed inductor core LCF of
Figure 16.14a .

is 1.84 in, it dissipates 85 mW, and it costs $4.20 in 500 quantity. The
Micrometals 250-26 (Figure 16.17b) has an OD of 2.5 in, and dissipates
855 mW, but costs 34 cents in 500 quantity.

A gapped-ferrite core might be the best compromise. A core can
be selected by making an initial educated guess and then repeating
calculations two to three times. Curves showing Al versus ampere-
turns for various air gaps, and the cliff point in ampere-turns at which
the DC bias commences, are required. Example curves are shown in
Section 4.6.2 in Figure 4.3.

The procedure is as follows. Guess at a core and thus its Al , and
then calculate the required number of turns for the desired inductance
(4 mH) from Eq. 16.7. Calculate the maximum number of ampere-
turns at the anticipated maximum current (1 A). If the ampere-turns
exceed the saturation cliff point, the core is too small or its gap is not
sufficiently large. Try again for the same core with larger gap (smaller
Al ). Proceed until a core or gap or Al is found for which (NI)max is less
than the saturation cliff point.

For this selected core and Ae , calculate the peak flux density Bm
from Eq. 16.8. Then from the manufacturer’s curves (Figure 16.18),
read the core loss in mW/cm3 at the calculated Bm in Gauss and the
current ripple frequency (50 kHz for 25-kHz switching frequency).

Thus, guessing first at the 2616 pot core and proceeding to the 3019
pot core yields Table 16.4.

Table 16.4 shows that the 2616 cannot be used because even with
a 32-mil gap that requires 200 turns, the maximum ampere-turns at
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FIGURE 16.18 Core loss vs. peak flux density and frequency,
Ferroxcube/Philips Ferrite 3C85 material. (Courtesy Ferroxcube/Philips, Inc.)

1 A of current just barely rest at the saturation cliff. Increasing the
gap would probably put NImax inside the cliff, but would require
significantly more than 153 turns. Most likely, the core bobbin could
not then accommodate the required turns of the appropriate wire size.

Core Al , Gap, NImax, Cliff point,
Philips mH/kT mils N turns A × turns A × turns

2616 170 32 153 153 129

2616 100 64 200 200 200

3019 500 11 89 89 60

3019 210 35 138 138 170

TABLE 16.4 Possible Gapped-Ferrite Cores for Current Feed Inductor
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Cost Total core
Core type (500 qty.), $ loss, mW OD, in Height, in

KoolMu 77439 4.20 85 1.84 0.71

Micrometals 250-26 0.34 850 2.5 1.00

Ferrite pot 3019 2.20 31 1.18 0.74

TABLE 16.5 Comparison of Contending Current Feed Inductor Cores

It is then seen that the next-larger pot core—the 3019—would work
with an appropriate gap. For an 11-mil gap, it doesn’t make it, as
it is subjected to 89 A × turns at 1 A, but the saturation cliff is at
60 A × turns. But with a 35-mil gap, it requires 138 turns, and NImax
at 1 A is 138 A × turns, which is safely inside the saturation cliff point
of 170 A × turns.

The 3019 has an iron area of 1.38 cm2, and from Eq. 16.8 has a peak
flux density of 423 G. At that flux density, Figure 16.18 shows its loss
is about 5 mW/cm3. For its 6.19-cm3 volume, its total loss is 31 mW.

Finally, the cost/performance comparison of the three possible
cores is seen in Table 16.5. If minimum cost is the major criterion,
the Micrometals 250-26 is the best choice despite its 850-mW core loss.
If that core loss is not acceptable, the ferrite 3019 pot core is the best
choice despite its higher cost.

16.6.5 Coil Design for Current Feed Inductor
The RMS current is the constant current in the coil, and was calculated
above at 434 mA. At 500 circular mils/A, the required wire area is
500×0.423 = 217 cmils. Number 26 wire of 253-cmil area is adequate.
If the 3019 ferrite core is selected, its bobbin width is 0.459 in, and
height is 0.198 in. For a # 26 wire diameter of 0.0182 in, the number of
turns per width is 0.459/0.0182 = 25. The number of layers per bobbin
height is 0.198/0.182 = 10. Thus the 138 turns could be accommodated
within six layers.

If any of the above toroidal cores were selected, the 138 turns could
easily be accommodated in three layers.

The skin effect is no problem as the AC amplitude is small, and
Table 7.6 shows that the AC-to-DC resistance ratio is unity at 50 kHz.

16.6.6 Ferrite Core Transformer
for Current-Fed Topology

For two 40-W lamps as shown in Figure 16.14a , transformer primary
input power at an assumed efficiency of 85% is 94 W.
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The transformer core most likely will be ferrite, and its size will be
selected from Table 7.2a . An attempted toroidal KoolMu core design
will be shown that proved to be less flexible and lossier than others.
Table 7.2a shows the maximum power available in a forward converter
from a core at various frequencies and a peak flux density of 1600 G.
For a push-pull topology, the available power is twice that.

Table 7.2a shows that at 24 kHz, the smallest core that can deliver
more than 94 W in a push-pull topology is the E21, which is an interna-
tional standard size and is available from a number of manufacturers.
Its maximum available output power in a push-pull configuration
is 2 × 69.4 = 138 W at a maximum flux density Bm of 1600 G. At
Bm = 200 G it should be able to deliver (200/16,000)138 = 172 W. It
has an iron area Ae of 1.49 cm2.

Because of the unique nature of this resonant converter, it is only
marginally usable. Let us see why this is so. Refer to Figures 16.14a
and 16.14b1.

The number of primary turns Np is calculated from Faraday’s law—
E = Np AedB/dt ×10–8—or

Np =
∫ π

0

V dt(10+8)
Ae dB

=
∫ π

0

V dt(10+8)
2Ae Bm

(16.10)

Here
∫ π

0 V dt is the area of a half period in volt-seconds, and dB is the
total flux change in that time, 4000 G for a peak flux density Bm of
2000 G. The area of a half sinusoid of peak Vp is (2/π )(Vp)(T/2)V × s.
Then from Eq. 16.11, for Vp = 322 V as shown in Figure 16.14b1, b2,
and for a 20-μs half period:

Np = (2/π )(322)(20 × 102)
1.49 × 4000

= 69 turns

The wire size will be calculated on the basis of 500 cmil/A. Figure
16.14b1 shows that the peak center tap voltage at the center of the “on”
time is 322 V. The transformer is delivering its power at an RMS voltage
of 0.707 × 322 = 228 V. For the above-calculated 94 W of input power,
the RMS input current is then 94/228 = 0.412 A. But each half primary
carries this RMS current only for a half period out of every period.
Hence the RMS current for each half primary should be 0.412 × 0.5 =
0.291 A. And at 500 cmil/A, wire of 146-cmil area is required.

For 146 cmil, # 27 gage wire of 202 cmils and 0.0164-in diameter
would be used. The E21 core bobbin has width of 0.734 in and a height
of 0.256 in. Its width can accommodate 0.734/0.164 = 44 turns, and
its height can accommodate 0.256/0.0164 = 15 layers of # 27 wire.
Thus each half primary of 69 turns will consist of two layers of 35 and
34 turns, and the full primary will occupy only four layers. Assuming
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Ns = 2Np and a # 27 wire secondary, the primary and secondary
together occupy only half the bobbin height. This would easily leave
sufficient room for the filaments or a primary for a separate filament
transformer, as shown in Figure 16.14a .

Transformer core material could be either Magnetics Inc. type P
or Ferroxcube/Phillips 3F3, both of which have 75 mW/cm3 loss at
2000 G and 25 kHz (Figure 16.18). The E21 size core (Figure 16.19) at
a volume of 11.5 cm3 will dissipate only 0.075 × 11.5 = 863 mW.

FIGURE 16.19 Dimensions of the E21 core and bobbin. This core is a
candidate for the current-fed parallel resonant push-pull topology of
Figure 16.14a . Its magnetizing inductance is the resonant inductor of the
resonant circuit. Since there are constraints on how small the resonant
capacitor is, this limits the magnetizing inductance to a relatively small value
for resonance at 25 kHz. With a small magnetizing inductance, the
circulating tank current is large, requiring such large wire as to make it
impossible to fit the coil inside the bobbin. Thus, larger cores than might be
expected are required for the given power level.
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This appears to be a reasonable design, and the E21 core appears
usable. The fallacy is the assumption that the primary carries current
needed only to supply the output load power. The above calculation
showed that to supply the load power of 94 W, the current in each half
primary was a half sinusoid of 0.412-A RMS.

It will be seen below that the current actually carried by the pri-
mary is considerably greater than this. The two series half primaries
are in shunt with C1 and the reflected ballast capacitors C4A, C4B
(Figure 16.14a ) to form the resonant tank circuit. The primary current
is then fixed by the amplitude of the circulating resonant tank current,
which is considerably more than the 0.412 A RMS shown above.

The actual primary current, which is the circulating tank current, is
calculated as follows:

The voltage across this tank and the two half primaries is sinusoidal
with a peak amplitude of 644 V and an RMS voltage of 0.707 × 644 =
455 V. Thus each half primary carries current during the full period
rather than only one-half period. The current is IRMS = VRMS/Xl ,
where Xl = 2π fLt , and Lt is the inductance of both primary halves
in series. Thus the primary current depends on Lt , which cannot be
made arbitrarily large to keep its current low and permit small wire.
This is because Lt , together with its total shunt capacity Ct , sets the
resonant frequency at 1/(2π

√
LtCt) = 25 kHz.

Total capacitance Ct is the sum of C1 and the reflected ballast ca-
pacitors C4A, 4B, and Ct cannot be made small to permit a large value
for Lt and consequent low current in Lt . At initial turn-on, when the
lamp impedances are high, C4A and C4B are essentially out of the
circuit, and C1 alone and Lt set the resonant frequency at its high-
est value. When the lamps light, the total resonating capacitance in-
creases to C1 + C4A + C4B (assuming Ns = 2Np) and the frequency
drops to its desired value of 25 kHz. If one lamp is defective and
out of the circuit, only one ballast capacitor reflects into the primary,
and the operating frequency is somewhere in between. Thus to keep
the frequency from changing too much under these three operating
conditions, C1 should be large—or at least not small compared to
C4A + C4B.

Equations 16.1 and 16.3 set restrictions on C4A, 4B. In Eq. 16.1,
Vns may be any value greater than the highest striking voltage for
the given lamps. The higher it is, the greater the impedance Xb of
the ballast capacitor C4 must be to limit lamp current to its specified
value. If Vns is set high to permit a high value for Xb and hence low
value for Cb , this makes it easier to achieve the desired goal of having
C1 large compared to the reflected ballast capacitors. For high Vns,
however, Ns/(2Np) is high and any ballast capacitors reflect across
into the primary as larger capacitors. There is thus no advantage in
going to any turns ratio higher than Ns/(2Np) = 1.
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Thus for a specified lamp operating voltage Vop of 101 V RMS, an
operating current of 430 mA RMS, and Vs = 455 V RMS as above,
Eq. 16.1 shows

Xb = 455 − 101
0.430

= 823 �

And Eq. 16.3 shows

Cb = 1
2π Fr Xb

= 1
(2π )(25 × 10+3)(823)

= 0.0077 μF

Thus the two ballast capacitors reflect across into the primary as
2 × 0.0077 = 0.015 μF. To achieve the goal of having not too great
a frequency change under the above operating conditions, C1 is cho-
sen equal to the sum of the two reflected ballast capacitors.

For Ct = C1 + C4A + C4B = 0.03 μF and a resonant frequency of
25 kHz

Lt = 1
4π2 F 2

r Ct
= 1

4π2(25000)2(0.03 × 10−6)

= 1.35 mH
(16.11)

We round this up to 1.5 mH.
The core would be gapped so that the above-calculated 69 turns per

half primary (Eq. 16.10) or 138 turns for both halves would have an
inductance of 1.5 mH. This corresponds to an Al of (1000/138)2×1.5 =
79 mH/1000 T. Figure 16.20 shows this could be obtained with an air
gap of 80 mils and with 455 RMS V across Lt ; it draws a current of

IRMS = 455
2π(2.5 × 104)(0.0015)

= 1.93 A RMS

At 500 cmil/A, this would require a wire of 966 cmil area.
Possible wire choices are shown in Table 16.6.
It is seen in Table 16.6 that the T1 primary could only barely fit inside

the E21 bobbin using # 20 wire, which has somewhat more than the
required circular-mil area. Since it requires 136 turns of # 20 wire, the
bobbin can hold only 20×7 = 140 turns. With # 21 wire, each half pri-
mary could be handled in three layers of 23 turns. This would leave
0.256 – (6 × 0.0314) = 0.068 in for the secondary plus any filament
windings. Even though the secondary carries only the operating cur-
rent for two lamps (2 × 0.43 = 0.86 A) and can use wire smaller than
# 21, there is far from enough space for the secondary, filaments, and
insulation between primary and secondary. Thus a larger core must
be chosen.
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FIGURE 16.20 Al (Inductance in mH per 1000 turns). (Courtesy
Magnetics, Inc.)
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Area, Bobbin Bobbin Turns/ Layers/
Wire # cmil Diameter, in width, in height, in width height

20 1020 0.0351 0.734 0.256 20 7

21 812 0.0314 0.734 0.256 23 8

TABLE 16.6 Possible Coil Design for an E21 Transformer Core

The core selection procedure is as follows:

Step 1 A tentative core selection will be made with an Ae large
enough to yield a reasonably small number of half primary
turns (Np) as calculated from Eq. 16.10 for a peak flux density
of 2000 G [dB in Eq. 16.10 = 4000 G].

Step 2 Values of resonating inductor Lt and capacitor Ct will be
1.5 mH and 0.03 μF as calculated above for the E21 core.
From Lt and Np , the Al will be calculated. From Al and the
manufacturer’s curves of Al versus air gap (Figure 16.22),
the air gap will be read.

Step 3 The current in Lt will be the same 1.93 A RMS as calculated
above for the E21 core since the voltage across Lt is the same
455 V RMS. Wire size then will be either # 20 or 21, based on
a current density of 500 cmil/A.

Step 4 From the manufacturer’s data sheets, bobbin width and
height will be read, and the total number of turns in Lt
(2Np) will be calculated to see if it can be accommodated in
the bobbin with enough space remaining for the secondary
and filament windings.

Step 5 If the windings fit within the bobbin, the choice of core
will be made on the basis of its core loss (Figure 16.18) and
cost.

This procedure was followed for three tentatively usable cores with
the results shown in Table 16.7. All three cores could be used, but
the E625 is questionable because there is marginally sufficient vertical
height left in the bobbin for the secondary and filament windings after
laying down the two half primaries. The secondary feeds two lamps
at 0.43 A RMS each. For a total of 0.86 A RMS, at 500 cmil/A, the
required area for the secondary wire is 430 cmil. Number 24 wire of
404-cmil area and 0.0227-in diameter would be adequate. A summary
follows in the table.
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E625 783E608 ETD44

Secondary turns ( = 2Np) 86 112 116

Max. turns/layer (# 24 wire) 37 45 51

Secondary layers 3 3 3

Total height primary + secondary, 0.208 0.208 0.208

in (4 layers # 20 + 3 layers

(# 24)

Remaining height in bobbin, in 0.043 0.062 0.075

The remaining height in the bobbin must accommodate primary-
to-secondary insulation plus the filament wires, about one turn of # 22
wire at 0.0281-in diameter. The E625 core is marginal; of the other two,
the ETD 44 appears preferable.

E625 783E608 ETD44

Ae , cm2 2.34 1.81 1.74

Bm, G 2000 2000 2000

Np , turns/half primary 43 56 58

Lt , mH 1.5 1.5 1.5

Ct , μF 0.03 0.03 0.03

Al , mH/1000T 203 120 111

Gap, mils 72 110 120

Bobbin width, in 0.85 1.024 1.165

Bobbin height, in 0.251 0.270 0.283

Turns/W, # 20 wire 24 29 33

Full primary layers 4 4 4

Layers/height for no. 20 wire 7 7 8

Core loss, mW/cm3 at 80 80 80

2000 G, 25 kHz

Core volume, cm3 20.8 17.8 18.0

Total core loss, W 1.66 1.42 1.44

TABLE 16.7 Characteristics of Possible Cores for T1 (Figure 16.14a )
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16.6.7 Toroidal Core Transformer
for Current-Fed Topology

The circumstance of the inside diameter (ID) of a toroid C = π× ID is
much greater than the bobbin width of an EE core of roughly equal Ae .
Hence a toroid permits more turns per layer than the EE and will have
fewer winding layers. In many cases, only two layers will suffice.

This almost completely eliminates proximity-effect losses (Section
7.5.6). It also results in a more reliable design, since turns having a
high voltage between them are spread farther apart and the possi-
bility of arcing is far less. Further, the entire bobbin width in an EE
core must not be utilized if VDE European safety specifications must
be observed. This means more winding layers and a larger core. In
some cases, VDE specifications permit using the entire bobbin width
if triple-insulated wire is used, but this may still require a larger core.

A toroidal core (KoolMu or MPP) is more expensive and more lossy,
however, and has less design flexibility. This can be seen from the
following.

The number of turns per half primary Np is calculated from Eq. 16.10
once a tentative core selection has been made, Ae has been estab-
lished, and a Bm has been chosen that yields acceptable core loss
(Figure 16.15a ). The number of turns on the full primary 2Np must
yield the desired inductance Lt calculated from Eq. 16.7. Thus with Lt
and 2Np fixed, Al is fixed, but KoolMu MPP and Micrometals toroidal
cores come in discrete values for Al , which are proportional to core
permeability, available in only five or six discrete values.

This differs from the situation with EE cores, where the number
of turns per half primary Np can be set to yield a desired peak flux
density Bm from Eq. 16.10. With that fixed value of 2Np any desired
value of Al can be set with the air gap (Figure 16.22).

This problem—that Al with the above toroidal cores is available in
only five to six discrete values for any given Ae—can be solved by
using gapped toroids. KoolMu and Micrometals cores are available
with customized gaps to yield any desired Al , but if a toroid is gapped,
it has no significant advantage over a gapped ferrite EE core that is less
expensive. The sole reason for considering a gapped toroid is that the
coil winding length is longer than with an EE core. This offers fewer
coil layers and makes it easier to meet VDE safety specifications.

16.7 Voltage-Fed Push-Pull Topology6,7,8,11

This topology is shown in Figure 16.21. The T1 center tap is fed directly
from the rectified input line voltage, or the output of the power factor
corrector building block following it, with no intervening inductor as
in the current-fed topology.
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FIGURE 16.21 Voltage-fed push-pull topology. With no inductor between
the DC input and the T1 center tap, voltage stress on the “off” transistor is
2 Vdc, rather than πVdc as in the case for the current-fed push-pull topology.

This circuit is also a resonant oscillator rather than a driven inverter.
Windings NFA and NFB on transformer T1 provide the positive feed-
back to keep the circuit oscillating. Resistor R1 draws a small current
from Vdc to start the oscillation. After the start, the feedback windings
supply current through the base emitter of the transistors and D1 to
keep them “on.”

The T1 secondary feeds the series resonant combination of L1 and
C1 in series with the lamp filaments. The lamp resistance is in shunt
with C1. Voltages at the collectors are square waves moving between
Vcesat (about 1 V) and 2Vdc. With square waves at the primary, voltage
at the secondary is also a square wave. Secondary current is sinusoidal
with the resonant LC circuit, and hence so is the primary current. When
the secondary current reverses, so does the current in the feedback
windings and the “on” transistor turns “off.” This circuit thus also
achieves turn “off” and turn “on” at the zero-current points of collector
current and consequently has negligible switching losses.

With no inductor at the center tap, the voltage across the “on” tran-
sistor half primary is Vdc, as is the voltage across the other half primary.
Thus the “off” transistor is subjected to 2Vdc rather than πVdc as for
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the current-fed circuit of Figure 16.14a . For a Vdc of 205 V as assumed
for the current-fed circuit, this means a maximum voltage rating for
the transistor of somewhat more than 410 V rather than 644 V for the
current-fed circuit. The reduced cost of the lower-voltage transistor
and saving the input inductor cost might seem a decisive advantage,
but high transient currents at turn “on” are a significant drawback to
the voltage-fed topology. The higher required transistor current rat-
ings outweigh the lower voltage ratings. This can be seen as follows:

The equivalent circuit beyond points AB is as shown in Figure
16.21b1, because the impedance of the lamp L1 filaments can be
ignored. The effective lamp impedance RL is very high before the
lamp has lighted, and falls to a low value afterward. The circuit be-
havior can be understood by converting the parallel combination of
RLC1 in Figure 16.21b1 to its equivalent series RsCs circuit of Figure
16.21b2. The impedance across points AB is

ZAB = RL XC1

RL + XC1
= RL/jωC1

RL + 1/( jωC1)

= RL

1 + jωRLC1

And multiplying the numerator and denominator by 1 – jωRLC1
yields

ZAB = RL

(1 + ω2 R2
LC12)

− jωR2
LC1

1 + ω2 R2
LC2

1

Now set ωRLC1 = Q. Then

ZAB = RL

1 + Q2 − jωR2
LC1

1 + Q2

For Q � 1

ZAB = RL

Q2 + 1
jωC1

(16.12)

Equation 16.12 and Figure 16.21b2 show that the transformer sec-
ondary Ns drives a series LC circuit that resonates at a frequency
of 1/(2π

√
L1C1) and has an equivalent series resistance RL/Q2. For

Q � 1, that series resistance is very small. Now in a series resonant
circuit at resonance, with input voltage Vin, current is Vin/(RL/Q2).

At turn “on” before the lamp lights, resistance RL is high, Q is high,
and the equivalent series resistance RL/Q2 is very low. This results in
high turn “on” currents that may be 5 to 10 times higher than operating
currents.7 With such high turn “on” currents, the normal base drive
currents may be insufficient to keep the “on” collector in saturation
and transistor failure may occur. Further, there is excessive voltage
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across the lamp before it lights, and lifetime may be reduced with
frequent turn “ons.”

Despite its drawbacks, some ballast manufacturers have used the
voltage-fed circuit because of its lower required voltage rating on
the transistors. With the current availability of inexpensive high-
voltage transistors, however, the current-fed scheme of Figure 16.14a
is preferable.

16.8 Current-Fed Parallel Resonant
Half Bridge Topology7

This topology is shown in Figure 16.22. It is used when the AC input
is 230 V and a power factor correction building block (Chapter 15)
boosts rectified output to a voltage higher than the highest peak of the
rectified 230 V AC.

For a ±15% tolerance on the AC input, that peak rectified voltage is
1.15×1.41×230 = 373 V DC. The usual power factor correction circuit
boosts that to 400 V, and the resonant half bridge is needed to cope
with such a high voltage, which is more than a current-fed push-pull
can handle.

For an AC input of 120 V and ±15% input tolerance, the peak rec-
tified input is 1.15 × 1.41 × 120 = 195 V, and the usual power factor
correction building block boosts that to about 205 V (Section 16.6.2).
It was seen in that section that the “off” transistor in current-fed reso-
nant push-pull topology is subjected to π(Vdc) = π(205) = 644 V. For
the 230 V AC, a current-fed push-pull circuit would subject the “off”
transistor to π(400) = 1257 V DC, which would require too expensive
a transistor.

It will be seen below that the current-fed parallel resonant half-
bridge topology subjects the “off” transistor to only (π/2)Vdc =
(π/2)400 = 628 V. There are numerous inexpensive candidates for
such a transistor.

This circuit also is self-oscillating with windings T2A, T2B on T2
providing the positive feedback. Here T1 is the main power trans-
former, and its magnetizing inductance, in shunt with Cr and the
reflected ballast capacitor Cb , forms the parallel resonant circuit. In-
ductors L1 and L2 are the constant-current drive elements for the tank.
The one lamp shown is a rapid-start type driven by the secondary for
isolation.

Filament current for the lamp (or paralleled lamps, as the topology
permits driving lamps in parallel) is taken in series from the trans-
former secondary and is limited by C f and Cb . The circuit starts os-
cillating when the voltage across Cs has risen above the breakdown
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FIGURE 16.22 Current-fed half bridge topology.

voltage of diac Dy. When the diac fires, Rs supplies current into the
base of Q2, turning it “on.” Thereafter, whenever Q2 turns “on,” it
discharges Cs , keeping it from interfering with the normal turn “on”
voltage of the half sinusoid across T2A.
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Waveforms at significant points are shown in Figure 16.14b to e.
When Q1 turns “on,” it produces a half sinusoid of positive voltage
at VA. When it turns “off,” it produces a half sinusoid of negative
voltage at VA. The peak-to-peak voltage across the tank from VA to VB
is πVdc = π(400) = 1257 V. The RMS voltage across the tank is VRMS =
0.707 × 1257/2 = 444 V. Current in the primary is IRMS = VRMS/XLt,
where Lt is the inductance of the transformer primary.

Transformer primary inductance Lt and Ct (= Ct+ reflected ballast
capacitor Cb) are calculated as in Section 16.6.6 for the current-fed
push-pull circuit. The number of primary turns Np is calculated from
Faraday’s law (Eq. 16.10) for a tentatively selected core, and as high a
peak flux density Bm as possible with still reasonably low core losses.
Once Np is selected, the core gap is chosen from curves (as in Figure
16.22) so that the selected Np yields the chosen Lt . The ballast capacitor
Cb is chosen from Eqs. 16.1, 16.2, and 16.3.

Figures 16.22c, d, and e show the maximum voltage stress across
an “off” transistor is (π/2)Vdc = 400(π/2) = 628 V. There are many
inexpensive 700-V transistors to meet this requirement.

16.9 Voltage-Fed Series Resonant
Half Bridge Topology5,6,7,8

This topology is shown in Figure 16.23. It is used for an AC input line
voltage of 230 V. Its advantage is that by eliminating any inductors in
series with the rectified AC input or the power factor–corrected DC
voltage, voltage stress on the “off” transistor is only Vdc instead of
(π/2)Vdc, as in the current-fed half-bridge circuit. For a power factor–
corrected voltage of 400 V, this means a maximum stress on the “off”
transistor of 400 rather than 628 V and a much lower transistor cost.

Figure 16.23 shows a transformer driving the lamp to provide DC
isolation. The circuit has been widely discussed in the literature in
its non-isolated version, but transformerless circuits currently are not
widely accepted.

It is apparent from Figure 16.23 that the “off” transistor is subjected
to a maximum voltage stress of Vdc. The price paid for this advan-
tage is that this series resonant circuit has the same problem of large-
amplitude current spikes at turn “on,” as discussed for the voltage-fed
series resonant push-pull topology.

It is seen in Figure 16.23 that the series resonant circuit is in the T1
secondary and comprises Lr , Cr , the primary of current transformer,
and C1 shunted by the lamp resistance. The high-current turn “on”
spikes occur because at turn “on,” the lamp resistance RL is high and
the equivalent series resistance Rs = RL/(1 + Q2) of Figure 16.21b2 is
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FIGURE 16.23 Voltage-fed series resonant half bridge topology. The series
resonant circuit comprises Lr , and Cr + C1 in series at turn “on.” When the
lamp is lit, its low impedance shorts C1 out and the resonant frequency
decreases. Current transformer primary CTP acts as the current limiting
ballast impedance. It also acts as a proportional base drive transformer, as its
turns ratio NA/NS is set equal to the minimum beta of the transistor.

very low. Resistance Rs is low because Q = RLC1 is high (Eq. 16.12).
Thus at turn “on,” the impedance of the series resonant circuit is the
low Rs alone, neglecting for the moment the impedance of the current
transformer primary. It is this low Rs at turn-on that is the cause of
the high-current spikes. After the lamp is lit, its impedance RL falls,
Q goes down, and Rs goes up, resulting in the normal current pulses
for desired output power.

CTP in series with the resonant elements adds impedance at turn
“on” and helps reduce the amplitude of the turn “on” current spikes.
The current transformer is a proportional base drive transformer
(Section 8.3.5). Its turns ratio NA/NS is set to the minimum transis-
tor beta. This ensures adequate base drive at all current levels, as the
collector/base current ratio will always equal the primary/secondary
turns ratio. This guarantees adequate base drive at high output cur-
rent and a reduced base drive at low current levels, which minimizes
storage time.

At turn “on,” the circuit oscillates at a frequency of 1
/

(2π
√

Lr Ce ),
where Ce is the capacitance of Cr and C1 in series. When the lamp
has lit, its low impedance shorts out C1 and the oscillation frequency
drops to 1

/
(2π

√
Lr Cr ). The start circuit comprising Rs , Cs , diac Dy,

and D3 works just as for the parallel resonant half bridge of Section
16.8, and C4 is simply a DC blocking capacitor.
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FIGURE 16.24 Packaged ballast from one major manufacturer. (Courtesy
Motorola Lighting Inc.)

In general, the circuit is not as easy to analyze and design as the
current-fed circuit. It is not as easy to ensure that a worst-case design
has been obtained and all units coming off a production line will
be alike. This is so because of the odd transient conditions at turn
“on” and because exact equivalent circuits for various phases of the
operating cycle are not easily definable, and the exact lamp current is
not easily calculable.
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16.10 Electronic Ballast Packaging
The entire electronic ballast—the input rectifier, power factor–
correction building block, and DC/AC converter—must be packaged
to fit within the standard housing of a conventional magnetic ballast.
Figure 16.24 shows that packaged ballast of one major manufacturer.

After Pressman Modern electronic ballasts normally incorporate boost-
type power factor correction. Many control chips now incorporate the con-
trol circuits for the power factor correction. The manufacturer’s application
notes provide typical examples and very few extra external components are
required. ∼K.B.
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C H A P T E R 17
Low-Input-Voltage

Regulators for Laptop
Computers and

Portable Electronics

17.1 Introduction
The explosion in the use of laptop computers and portable elec-
tronics in recent years has led to the formation of a new sector of
the power conversion industry. This sector consists of low-input-
voltage, battery-fed, boost, buck, and polarity-inverting configura-
tions (Sections 1.3 to 1.5). They are almost entirely contained in one
integrated-circuit (IC) package, and externally most require only a
single inductor, capacitor, and diode, plus about three to five small
resistors.

Since these designs operate at frequencies from 60 to 500 kHz,
their external capacitors and inductors are small. They differ from
the commonly used PWM control circuits in that they have the main
power switch transistors inside the package. Since they are battery-
operated, the output ground need not be isolated from input ground.
This eliminates components such as optocouplers, pulse transformers,
and housekeeping supplies on output ground (previously associated
with sensing a voltage on output ground and controlling a pulse width
on the input ground).

The output powers range from 0.5 up to 100 W, depending on
the topologies and input and output voltages in the manufacturer’s
specific type numbers. Efficiencies range from 80 to 95%, thus mini-
mizing heat sink size and, for a large range of output powers, obviat-
ing their need entirely. For the manufacturers’ various specific types,

747
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input voltages for boost regulators range from 3 V (two battery cell
minimum) up to 60 V, and for buck regulators from 4 to 60 V.

In addition to their use as stand-alone, battery-operated, DC/DC
converters, these devices make a quick turnaround design possible at
relatively low cost without too much effort. Typically, the application
requires multi-output off-line power supplies in a distributed power
supply system. Thus, a conventional off-line power supply can be
designed to generate the usual +5-V, high-current isolated secondary.
Other slave voltages can be generated at the point of use in either of
two ways, depending on their output powers. Relatively low-power
slave outputs can be generated by busing the +5-V output to the point
of use and boosting it to the required output voltage with one of the
above IC regulators. The boost regulators can also generate negative
slave voltages from the +5-V input. For higher slave powers, it is more
efficient though slightly more expensive to add another slave of about
+24 V and bus it around to the points of use. There, IC buck regulators
can convert it to the desired slave outputs.

Compared to the conventional scheme of generating slave outputs
from added slave secondary windings on the main power transformer,
this may appear at first glance more expensive and less efficient, but
the advantages may outweigh the drawbacks. This will be discussed
in detail below.

17.2 Low-Input-Voltage IC
Regulator Suppliers

IC building blocks are available from several major U.S. manufactur-
ers, in particular Linear Technology Corporation (LTC) in Milpitas,
California, and Maxim Integrated Products in Sunnyvale, California.
Their products will be discussed in detail here. Texas Instruments and
Motorola also offer some products for this market, but they are not
covered here.

The discussion here will cover only the applications of these de-
vices, with some description of their internal design as necessary. The
basic material comes from the suppliers’ catalogs, which have an enor-
mous number of products—boost and buck regulators and polarity
inverters. Some devices have variable input and adjustable outputs,
fixed input and fixed output (+5-V input, +3.3-V output), variable
input and fixed outputs (bucking anything from +8 to +40-V input
down to voltages of +5, +12, or +15 V). A large group are tailored
for boosting low battery voltages from one to four series cells of 1.5 V.
The devices are most often pulse-width-modulated, fixed-frequency
types, operating at 40 to 500 kHz. Some operate with a fixed “on” time
and vary frequency to achieve regulation.
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17.3 Linear Technology Corporation
Boost and Buck Regulators1

Examples of typical LTC boost and buck regulators are shown in
Figure 17.1a and b. Boost regulators will be considered first.

LTC offers two families of boost regulators—a high-current one with
switch output currents ranging from 1.25 to 10.0 A, and a micro-power
family with output switch currents ranging from 95 to 350 mA.

The boost regulator in the discontinuous and continuous conduc-
tion modes is described in Sections 1.4.1 to 1.4.4 and 15.3.2 to 15.3.3.
Over most of the current range of the LTC chips, the circuits operate in
the continuous mode whose Vo/Vin relation is Vo = Vin/(1 − Ton/T)
(Eq. 15.1). Here Ton is the time the internal power switch is “on” out of
a total period T . In the continuous mode, the “on” time remains con-
stant (Figure 15.5). If the output load current decreases sufficiently, the
circuit moves from the continuous to the discontinuous mode. That is
no problem, for if the feedback loop has been stabilized for the con-
tinuous mode (by selecting R3 and C1 in Figure 17.1a ), it will remain
stable after entering the discontinuous mode.

To build a boost regulator with an LTC chip, the only external com-
ponents required are shown in Figure 17.1a—the inductor L1, capac-
itor C2, diode D1, sampling resistors R1 and R2, and feedback loop
stabilizing components R3 and C1. The design of the complete circuit
requires only selection of these components.

Recalling how a boost regulator works (Sections 1.4.2 and 1.4.3),
we see that a sink for current into ground is required at the bottom
end of L1 (Figure 15.5a ). This is provided in the LTC chip as an NPN
power switch. Thus boost chips have an NPN collector at the output
terminal marked Vsw, with the emitter at the GND terminal, as shown
in Figure 17.1a .

Recalling how a buck regulator works (Section 1.3.1), we see in
Figure 1.4 that a transistor switch is required at the input to L1 to
interrupt the current coming from the source voltage, which is to be
bucked down. As seen in Figure 17.1b, this is provided in the LTC buck
chips by an NPN power switch transistor whose emitter is internally
connected to the Vsw pin, and whose collector is connected internally
to the Vin pin.

Although boost chips can be connected as buck regulators, this re-
quires additional components and it is best to buck with buck chips.
Buck chips can also be used to boost a negative voltage to a more
negative voltage. These alternate configurations will be shown below.

The devices within each family have nearly identical internal block
diagrams and differ only in operating frequency, maximum switch
and input voltages, and maximum switch current ratings. The later
devices in each family operate at higher frequencies (100 to 500 kHz)
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FIGURE 17.1 Basic boost and buck regulators from Linear Technology
Corporation, Inc. These regulators have all the usual PWM control circuitry,
plus the power output switch transistor built in. For most applications, the
only external components required are L1, D1, C1, and C3.
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to minimize the inductor size, as that inductor is usually the largest
component of the regulator. Since the devices are typically fed from
rechargeable batteries, a major objective is to maximize efficiency and
maximize time between recharging. Most of the dissipation in these
devices comes from the volt/ampere drop across the internal NPN
power transistor and the external diode (Figure 17.1a ). Hence in the
newer devices, the switch is often a low Rds power MOSFET.

The discussion to follow will cover in detail only the most often used
members of the buck and boost families. Other members of each family
will be listed only in tabular form with their significant specifications
shown to permit quick device selection.

17.3.1 Linear Technology LT1170
Boost Regulator3

A basic boost regulator is shown in Figure 17.1a , and its inter-
nal circuitry in block diagram form is shown in Figure 17.2. The
device uses current-mode topology, whose advantages are discussed
in Section 5.3. Essentially, the power switch “on” time commences
when the oscillator pulse sets a flip-flop in the logic section, and ends
when it is reset by the comparator output. This reset instant is deter-
mined by the peak current in the power transistor, hence the descrip-
tion as current mode.

The comparator compares the DC output of the voltage error am-
plifier to the ramp-on-a-step voltage output of the current amplifier.
At the instant the peak of the current waveform, which is converted to
a voltage by Rs , exceeds the voltage error amplifier output, the com-
parator output goes positive and resets the flip-flop in the logic block,
and the power switch turns “off.”

There are thus two feedback loops. The voltage error amplifier
senses output voltage to keep it constant by setting the threshold
level which the ramp-on-a-step voltage waveform from the current
amplifier must cross to reset the flip-flop. The second feedback loop
monitors peak power switch current on a per cycle basis and keeps it
constant.

The power switch current has a ramp shape because when it turns
“on,” there is a fixed voltage across inductor L1 (Figure 17.1a ) and
current rises at a rate of dI/dT = (Vin−Vcesat)/L1. The current amplifier
has a gain of 6. Its purpose is to increase the slope of the ramp without
having to increase Rs , as this would increase dissipation. A larger
signal at the comparator input is desirable to increase the signal to
noise ratio, as small-amplitude noise spikes on a shallow slope can
prematurely reset the flip-flop and shorten the power transistor “on”
time, thereby producing instability in the output voltage.
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FIGURE 17.2 (a ) LT1170 100-kHz, 5-A boost regulator; (b) LT1170 boost
regulator waveforms. This is a classical current-mode boost regulator.
Output transistor “on” time is initiated by the clock pulse, and is terminated
when the ramp-on-a-step voltage waveform on sensing resistor Rs crosses
the threshold Vc , set by the output voltage error amplifier.
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The error amplifier output voltage, which controls the instant that
the flip-flop resets and the power transistor turns “off,” is brought
out at the Vc pin. The voltage Vc ranges from 0.9 to 2.0 V, and is
internally clamped at 2 V to limit the power switch peak current.
This peak current limit point can be reduced externally by clamp-
ing Vc to a regulated voltage less than 2 V through a Schottky diode.
This peak current should be selected for the maximum duty cycle,
(which occurs at minimum input voltage), when average transis-
tor current and hence transistor dissipation are maximum. This cur-
rent is determined by thermal considerations which are described
below.

The reference voltage at the error amplifier input is 1.24 V. Note that
in all LT1170 applications, the output voltage sampling resistor string
has a resistance of 1.24 k� from FB pin to ground (R2, Figure 17.1a ).
This is done to facilitate the calculation of the value of the resistor
from the FB pin to the output voltage node (R1, Figure 17.1a ). Since
the DC voltage at the FB pin must equal the 1.24-V reference, current
drawn by R2 is 1.24/1240 = 1 mA, and since the same 1 mA must flow
through R1, the voltage across it is 0.001R1 and the output voltage is
Vo = 1.24 + 0.001 R1.

The LT1170 operates at a switching frequency of 100 kHz, and has
a maximum power switch current rating of 5A. Minimum and maxi-
mum voltage ratings at the Vin pin are 3 and 40 V, respectively. Maxi-
mum switch output voltage is 65 V.

17.3.2 Significant Waveform Photos
in the LT1170 Boost Regulator

It is instructive to examine some voltage and current waveforms in
an LT1170 test circuit, and note how clean and glitch-free they are
at the 100-kHz switching rate. Figure 17.3 shows the boost regulator
with +12-V output from which the waveforms were taken. Waveforms
show line regulation at maximum and minimum loads, for input vari-
ation from 4 to 8 V (Figure 17.4) as well as load regulation at +5-V
input (Figure 17.5) and a 10:1 load variation of 0.082 to 0.82 A.

Figures 17.4a and b show power switch voltage and current at +12 V
output and a minimum current of 82 mA for input voltages of +4 to
+8 V. Note the current waveforms have ramps that are characteristic
of discontinuous-mode operation. Output voltage increased by only
0.02 V for an input voltage increase from +4 to +8 V. Efficiency was
84%, which is reasonably good at an output power level of 1.2 W.

Figures 17.4c and d show transistor power switch voltage and cur-
rent at +12-V output and maximum output current of 823 mA for
input voltages of +4 to +8 V. The output voltage changed by only
0.06 V under these conditions. Waveforms were still glitch-free, and
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FIGURE 17.3 Actual LT1170 test circuit from which waveforms of
Figures 17.4 and 17.5 were taken:
L1–50 μH, 18 turns #20 on MPP 55930 core
R1–13.35 K
R2–1.5 K
R3–2.2 K
R4–440 V
C1–1000 μF, 25 V
C2–1000 μF, 16 V
C3–1000 pF
C4–1.0 μF
D1–MBR340P

the worst-case efficiency was 81%. The switch current waveform has
a ramp-on-a-step that is characteristic of continuous-mode opera-
tion, and the transistor “on” times are defined exactly by the relation
Vo = Vin/(1 – Ton/T).

Figure 17.4e shows transistor switch current during the “on” time,
and output diode current during the “off” time. These are classi-
cal waveforms characteristic of continuous-mode operation. Output
diode current at the start of the “off” time is exactly equal to the tran-
sistor switch current at the end of the “on” time. Also, output diode
current at the end of the “off” time is exactly equal to the transistor
current at the start of the “on” time. The ramp slopes are determined
by the inductor, and are discussed below.
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FIGURE 17.4 LT1170 boost circuit of Figure 17.3: (a , b) line regulation at
minimum load; (c, d) line regulation at maximum load; (e) transistor switch
current; ( f ) output diode D1 current. All Vs waveforms at 10 V/cm,
2 μs/cm. All Is waveforms at 1 A/cm, 2 μs/cm.

Figures 17.5a through e show transistor currents and voltages over
a 10:1 load change from 823 to 82 mA for a constant input voltage of
+5 V, boosted to an output of +12 V. Load regulation is excellent—
output voltage varies only 0.03 V over the 10:1 load change. In Figures
17.5a through d, the “on” time remains constant, with the step part
of the ramp-on-a-step amplitude decreasing as DC load decreases. In
Figure 17.5e, the step has been lost, and the transistor “on” time has
decreased, because operation entered the discontinuous mode.
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FIGURE 17.5 Load regulation and efficiency for boost test circuit of Figure
17.3 at Vin = 5.0 V. All Vs waveforms at 10 V/cm, 2 μs/cm. All Is waveforms
at 1A/cm, 2 μs/cm. Note: “on” time remains constant in all continuous
mode waveforms a to d.

17.3.3 Thermal Considerations
in IC Regulators3

The integrated-circuit regulators considered here differ from the
widely used PWM control chips (UC3525 family and similar volt-
age and current mode controllers) only in that they contain the power
switch transistor inside the chip. This transistor is the major source of
power dissipation for devices carrying more than about 1 A. Operat-
ing the regulator at its maximum specified transistor switch current
can result in the need for a heat sink that is too large for the allo-
cated space. Generally, however, the LTC regulators with transistor
current ratings under 1 A operate quite safely with little or no heat
sinking.
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Thermal calculations to determine total regulator power dissipation
are quite simple, and should be done early in the design. This consists
of the following two parts:

1. Switch transistor dissipation = ISWVcesat × duty cycle

2. Internal control circuit dissipation = Vin × average current
drawn by the Vin pin

Iav = 0.006 + ISW(0.0015) + ISW

40
(duty cycle)

Here 6 mA is the steady-state current drawn by the internal
control circuitry, and the 0.0015 ISW term is an increase in this
steady-state current which is proportional to ISW. The (ISW/40)×
duty cycle term is the average of the power switch base drive
current, assuming an average switch transistor beta of 40.

Total chip dissipation (PDtot) is the sum of parts 1 and 2. Most of
these LTC regulators are rated at an absolute maximum operating
temperature of 100◦C, but this should be derated to about 90◦C for
greater margin.

Assume a maximum operating ambient temperature of 50◦C and
calculate, for example, the thermal resistance of the heat sink required
for the peak specified transistor switch current of 5 A for an LT1170 in
a TO220 package.

Assume the boost regulator output varies from +5 to +15 V. Then
from Eq. 15.1, duty cycle Ton/T is 0.67 for a boost factor of 3. Part 1
above gives the power transistor dissipation as

PDSW = ISWVcesat × duty cycle

LTC data sheets give Vcesat for all their regulators. This is shown
in Figure 17.6 for the LT1170, and for 5-A peak current at 100◦C, it is
0.8 V. Then for a duty cycle of 0.67, the power transistor dissipation is

PDSW = 5 × 0.8 × 0.67 = 2.7 W

For the LT1170 in a TO220 plastic package, the thermal resistance
from junction to case θjc is 2◦C/W.

For a transistor dissipation of 2.7 W, the transistor junction is 2 ×
2.7 = 5.4◦C above the case temperature. For 90◦C maximum junction
temperature, the transistor case must be at 90 − 5.4 = 85◦C.

Now from item 2 above, the average current drawn from Vin is

0.006 + 5 × 0.0015 + 5/40 × 0.66 = 0.096 A
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FIGURE 17.6 Power switch “on” voltage, LT1170 boost regulator. The “on”
dissipation (Von IonTon/T), rather than the peak current rating, determines
how much peak current may be drawn. Attempting to operate at the device
peak current could require a heat sink much larger than the device package
itself.

For Vin = 5 V, dissipation due to this average current is 5 × 0.096 =
0.70 W. Total dissipation in the chip is then the sum of parts 1 and 2,
or 2.7 + 0.7 = 3.4 W.

Finally, for a TO220 case at the same temperature as that of the heat
sink on which it is mounted, and for an ambient temperature of 50◦C,
the heat sink to ambient thermal resistance must be

θhs amb = 85 − 50
3.4

= 10.3◦C/W

Referring to an Aham heat sink catalog, we see this could be
achieved with a heat sink like the 342 – 1PP, which has a footprint area
of 1.69 in by 0.75 in with four vertical fins of 0.75-in width and 0.60-in
height. This is significantly larger than the device package itself.

This shows that the heat sink size, rather than the transistor peak
current rating, determines the permissible peak operating current
level.
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17.3.4 Alternative Uses for the LT1170
Boost Regulator5

17.3.4.1 LT1170 Buck Regulator
Although intended as a boost converter, the LT1170 can perform other
types of voltage conversion. Some are shown in Figure 17.7 (courtesy
of Linear Technology Corporation).

Figure 17.7a shows a positive buck regulator, but it requires more
external components than a device designed specifically as a buck
converter (Figure 17.1b). The switch in a positive buck converter must
source current to the inductor. Thus in Figure 17.7a , the emitter of the
internal power transistor must supply current to L1, but that emitter
is connected internally to the GND pin, which is the negative end
of the internal +1.24-V reference voltage. Thus the +1.24-V reference
voltage at the input to the internal error amplifier switches between
converter common and Vin. Hence to use the internal error amplifier, a
sample of the output voltage that moves up and down with the GND
pin must be provided.

This is achieved in Figure 17.7a with R1, R2, R4, C2, and D2. When
Q1 inside the chip turns “off,” GND falls to one diode (D1) drop
below common, and R4 and D2 in series charge C2 to one diode drop
below Vo . Thus if the drops in D1 and D2 are equal, C2 is charged to a
voltage equal to Vo . The voltage across C2, which is referenced to the
negative end of the internal reference voltage (GND), is the voltage
that is regulated. This means that the output voltage differs from the
regulated voltage on C2 by the difference in the drops on D1 and D2,
which is load sensitive.

Regulators like those in Figure 17.1b are designed as buck regula-
tors with the internal power transistor emitter connected to the Vsw
pin so that its voltage can switch up and down to drive the external
inductor. The internal reference is connected to the GND pin. Hence
the output voltage sample, which is also referenced to ground, can be
tied directly to the FB pin. The devices thus do not require the baggage
of Figure 17.7a to function as a buck regulator. Devices like the LT1075
are discussed below.

17.3.4.2 LT1170 Driving High-Voltage
MOSFETS or NPN Transistors

In Figure 17.7b, a MOSFET gate is connected to Vin, which is fixed
with respect to ground and may have any value between +10 V and
the maximum gate-to-source voltage of the MOSFET of about 15 V.

When the internal transistor in the regulator turns “on,” it pulls the
MOSFET source to ground. The gate is held at +Vin, and the MOSFET
turns “on” with a gate-to-source voltage of Vin. Turn “on” is fast be-
cause a large current is available from Vin to charge the gate-to-source
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FIGURE 17.7 Alternative uses for the LT1170 boost regulator.
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FIGURE 17.7 Continued.
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capacitance of the MOSFET. Turn “off” is slower— the gate-to-source
capacitance holds the MOSFET “on” as the internal transistor turns
“off.”

The chip can drive an NPN transistor as in Figure 17.7c. The base
of the transistor is driven by Vin through R1, which limits the base
current. When the internal transistor is turned “on,” C1 is charged via
R2 to Vin with its right-hand end negative. When the internal transistor
turns “off,” the negative charge on C1 reduces the external transistor
turn “off” time.

17.3.4.3 LT1170 Negative Buck Regulator
When the internal power transistor in Figure 17.7d turns “on,” Vsw is
shorted to GND at a voltage of –Vin. Its collector load is L1, which is
bridged between –Vo and –Vin, and the left-hand end of L1 is negative
with respect to its right-hand end. When the internal power transistor
turns “off,” the voltage across L1 reverses polarity and the left-hand
end of L1 is clamped to ground by D1. Thus the input end of L1
switches between –Vin and ground. For an “on” time of Ton and pe-
riod T , the average voltage at the input to L1 is –Vin(Ton/T). The L1,
C2 filter functions as in positive buck regulators, and is selected as
in Sections 1.3.6 and 1.3.7. Constant current source Q1 and R1 force
current in R2 that is proportional to Vo . The voltage across R2 is ref-
erenced to the chip’s ground pin, and is the voltage that is regulated.
Any change in the Vbe of Q1 due to changes in operating point or
temperature cannot be removed by the feedback loop, and is thus
reflected into the output voltage as a small error.

17.3.4.4 LT1170 Negative-to-Positive Polarity Inverter
The converter in Figure 17.7e behaves like a positive boost regulator,
but the 1.24-V reference voltage at the error amplifier input is referred
to the GND terminal, which is at a voltage of –Vin with respect to com-
mon. A sample of the output voltage, which is positive with respect to
common, must be level-shifted to appear between pins FB and GND.

This is done with current source PNP transistor Q1, R1, and assum-
ing the beta of Q1 is high, we get IR1 = IR2. Neglecting the base-emitter
drop of Q1, VR2 = R2IR1 = R2Vo/R1, this voltage is referred to the
GND pin. Note that there are output voltage errors due to temperature
variation of Q1’s beta and base-to-emitter voltage.

The output/input voltage relation is derived as in Section 15.3.2
for the case of a positive voltage boosted to a higher positive voltage.
Since the volt-second product of L1 when the power transistor is “on”
(VinTon) must be equal to that when the transistor is “off” (Vo Toff)

Vo = VinTon

Toff
= VinTon

T − Ton
= −Vin

T/Ton − 1
(17.1)
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17.3.4.5 Positive-to-Negative Polarity Inverter
When the internal power transistor is “on” in Figure 17.7 f , GND is
pulled up to Vin via the saturated transistor, and current flows from Vin
through L1 into ground. When the transistor turns “off,” the voltage
across L1 reverses polarity and pulls the bottom end of C1 negative
via D1. Again the output/input relation is fixed by equating the volt-
second product of L1 when the transistor is “on” to that when the
transistor is “off.” This yields the same expression as Eq. 17.1.

Here, as in Figure 17.7a , since the GND pin of the chip moves up
and down between common and Vo , a sample of the output voltage
must be shifted to between the FB and GND pins, because the internal
reference voltage is referred to the GND pin. This is achieved by R4,
D2, and C3. When the power transistor turns “off,” the top end of L1
goes negative, pulls the bottom end of C3 negative, and clamps it with
D1 to one diode drop below –Vo . The top end of C3 is clamped one
diode drop below ground by D2, so assuming equal drops in those
diodes, the voltage across C3 equals –Vo and moves up and down
with the GND pin.

As in Figure 17.7a , with R2 = 1.2 k� across the FB and GND
pins, the sampling circuit R1, R2 is a 1-mA circuit, and Vo = 1.2 +
0.001R1 volts.

17.3.4.6 LT1170 Negative Boost Regulator
When the internal power transistor turns “on” in Figure 17.7g, its
emitter at GND pulls the top end of L1 up to ground, storing current
in it. When the transistor turns “off,” the voltage across L1 reverses
polarity and pulls the bottom end of C1 negative via D1. Thus the
GND pin swings between common –Vcesat and one diode drop below
–Vo . Again, equating the positive and negative volt-second products
of L1 yields the output/input voltage relation:

Vo = −Vin

1 − Ton/T
(17.2)

The same circuit as in Figures 17.7a and f is used to transfer a
sample of Vo to pins FB and GND, as the GND pin switches between
roughly ground and –Vo .

17.3.5 Additional LTC High-Power
Boost Regulators5

As mentioned in Section 17.3, Linear Technology offers a large number
of boost regulators that differ only in frequency, voltage, and current
ratings. A number of them are presented here in tabular form to permit
quick selection. See Table 17.1.
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SwitchSwitch
Input voltage, VLTC boost voltage, Frequency Current, Resistance,

regulator Min. Max. V, max. kHz A, max. Ω

LT1170 3.0 60 75 100 5 0.15

LT1172 3.0 60 65 100 1.25 0.60

LT1171HV 3.0 60 75 100 2.5 0.30

LT1270 3.5 30 60 60 8.0 0.12

LT1270A 3.5 30 60 60 10.0 0.12

LT1268 3.5 30 60 150 7.5 0.12

LT1373 2.4 30 35 250 1.5 0.50

LT1372 2.4 30 35 500 1.5 0.50

LT1371 2.4 30 35 500 3.0 0.25

LT1377 2.4 30 35 1000 1.5 0.50

TABLE 17.1

The specific selection is made on the basis of voltage and current
ratings. The lower-current devices have a higher “on” resistance. They
are generally less expensive but require a larger, perhaps more expen-
sive heat sink. The higher-current devices, though more expensive,
may be able to operate at the desired current with no heat sink at
all. The next selection criterion is the operating frequency. Higher-
frequency devices use smaller inductors (L1, Figure 17.1a ), which are
the largest and most expensive components, next to the regulators.

17.3.6 Component Selection
for Boost Regulators3

Once the regulator chip has been selected, the major components to
be chosen are (Figure 17.1a ), L1, Dl, and C2.

17.3.6.1 Output Inductor L1 Selection
Somewhat poorer load regulation and greater input line current rip-
ple in the discontinuous mode make it desirable to keep the circuit
in the continuous mode down to minimum load. As seen in Figures
17.5a through d, as load current decreases, the transistor “on” time
remains constant while the step part of the ramp-on-a-step decreases.
Below this current, when the step has disappeared (Figure 17.5e) and
discontinuous mode has started, the “on” time begins to decrease.
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To decrease the “on” time, the sampling voltage at the internal er-
ror amplifier input must change somewhat, and hence the output
voltage must change. In most cases, the output voltage changes are
acceptable—they may amount to only 10 to 30 mV, as the error ampli-
fier DC gain is very large.

The inductor L1 is selected as follows to maintain continuous mode
operation down to minimum load. In Figure 17.4e , the input current
is the sum of the transistor current when it is “on” and the D1 current
when the transistor is “off.” The total input current is at the center
of the ramps in Figure 17.4e. Thus in Figure 17.5a or 17.5d , transistor
current is a triangle starting from zero and the DC input is the average
current at the center of the triangle at the low current limit of the con-
tinuous mode. This current is the input current (Idc min) at minimum
specified input voltage (Vin min).

Thus the change in the transistor input current, dI in Figure 17.5d ,
is 2Idc min and

L = Vin min
dt
d I

= Vin minTon

2Idc min

From Eq. 5.1, Ton = T(Vo – Vin)/Vo , so

L = Vin min(Vo − Vin min)T
2Vo Idc min

(17.3)

The current Idc min at the low end of continuous mode is usually set
to 10% of the current at maximum input power.

Thus for the circuit of Figure 17.3, in which +5 V was boosted to
+12 V, Ton = T (12.3 – 5)/12.3 = 0.59T , and from Eq. 17.3

L = 5 × 0.59T
2 × 0.1 × 2.3

= 64 μH

the closest value, a 50-μH inductor, was used—the exact value is not
critical; it only sets the minimum current for continuous mode.

17.3.6.2 Output Capacitor C1 Selection3

The output filter capacitor C1 in a boost regulator is selected for min-
imum equivalent series resistance (ESR) to minimize peak-to-peak
ripple at the switching frequency. This ripple is relatively large in a
boost, as can be seen as follows.

When the internal transistor switch turns “on,” diode D1 is reverse-
biased and all the load current Idc o flows in C1. This causes a dip in
output voltage of ESR × Idc o volts, whose duration is Ton. When the
transistor turns “off,” there is a step in amplitude of ESR (Idc o Vo/Vin).
For Vo/Vin = 3, the peak-to-peak ripple is 4Idc o ESR.
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The simplest way to minimize this ripple voltage is to select C1
with minimized ESR, but capacitor vendors generally do not list that
parameter for their devices.

It is of interest to calculate the peak-to-peak ripple voltage in a
specific case. LTC Application Note AN 19-60 offers an empirical ap-
proximation to ESR as follows:

Mallory type VPR aluminum electrolytics:

ESR = 200 × 10−6

CV0.6 �

Sprague 673D, 674D aluminum electrolytics:

ESR = 400 × 10−6

CV0.6 �

If we assume a regulator boosting +5 to +15 V with 25-W (1.66-A)
output, and a Mallory VPR 200 μF capacitor rated at 25 V, then from
the above relation

ESR = 200 × 10−6

200 × 10−6 × 250.6 = 0.145 �

The peak-to-peak ripple is thus Vo rp = 4Idc o (ESR) = 4 × 1.66 ×
0.145 = 0.963 V.

Modern tantalum capacitors may have lower ESR and yield lower
ripple. Ripple may be reduced by increasing capacitance, using capac-
itors with higher voltage ratings, or paralleling capacitors. All these
techniques increase the required space. Compared to any of the above
approaches, a smaller volume may result if a smaller capacitor with
larger ESR is used and the resulting larger peak-to-peak ripple is elim-
inated with a small LC filter. Since the ripple frequency is twice the
switch frequency, such a filter would be very small.

In a buck regulator, the switching frequency ripple is not as serious.
There, as seen in Figure 17.1b, the output capacitor never supplies
all the output load current by itself, whether the transistor is “on” or
“off.” The majority of that current is always being supplied by L1.
Ripple current in the inductor flows in a loop through C1, diode D1,
and back into the input end of L1, and that ripple current is minimized
by selection of a relatively large inductor, as described in Section 1.3.6.

Because the output capacitor in a boost regulator supplies all the
load current every time the power transistor turns “on,” it is important
to verify that the capacitor does not exceed its ripple current rating.
Manufacturers often do not specify maximum ripple current limits
for their devices.
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17.3.6.3 Output Diode Dissipation
The output diode (D1, Figure 17.3) is most often a Schottky type, as
its dissipation is second only to the power transistor inside the chip.
Its power dissipation, assuming a 0.5-V drop when it conducts, is

PDD1 = 0.5Iin maxToff

T
= 0.5Pin

Vin min

Toff

T
W

17.3.7 Linear Technology Buck
Regulator Family

Buck regulators (Figure 1.4) were the earliest type of switching regu-
lators, and are discussed in detail in Section 1.3. The theory of opera-
tion, significant waveforms, and component selection are described.
The concept of continuous- and discontinuous-mode operation is in-
troduced, and waveform photos of the transition between the two
modes as the output load current is decreased are shown (Figures 1.6
and 1.7).

The basic operation of LTC integrated-circuit regulators is much
like that of the circuit of Figure 1.4. They produce Vo from a higher Vin
voltage by introducing a low-impedance saturating transistor switch
between the source and the output filter. By modulating its Ton/T
ratio, this yields a DC output voltage Vo = Vin(Ton/T) after LC filter-
ing. These integrated-circuit buck regulators have all the circuitry of
Figure 1.4, including the power switching transistor, inside the pack-
age. In the simplest case, the only external components are Lo , Co , D1,
R1, and R2. They operate at fixed frequencies from 100 to 1 MHz and
regulate by modulating Ton, as shown in Figure 1.4, or by operating
with a constant “off” time and varying frequency. Most use current-
mode topology (Section 5.2) rather than the voltage-mode scheme of
Figure 1.4.

LTC offers an enormous number of new designs, and there is
a driving force for them to improve efficiency, as their major use
is for rechargeable, battery-operated equipment—laptop computers
and portable consumer-type electronics. For such equipment, any im-
provement in efficiency offers a increase in the time between battery
rechargings. Since the volt-ampere drop across the saturated switch is
one of the major dissipators, it is replaced by a low Rds power MOSFET
in new designs.

17.3.7.1 LT1074 Buck Regulator
A typical example of high-power LTC positive buck regulator, the
LT1074 is shown in Figure 17.1b, and its internal block diagram is de-
picted in Figure 17.8a . It is seen in Figure 17.7a that a “boost” regulator
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FIGURE 17.8 Linear Technology LT1074 100-KHz, 5-A buck regulator.

chip can also be used as a positive buck regulator but at the cost of
added components (D2, C2, R1, and R2). The power transistor emitter
in a chip designed primarily as a buck, such as the LT1074, is not fixed
to ground and is available at the Vsw pin. There it can switch up and
down, and source current into L1 from the internal collector connec-
tion to Vin. It thus does not need the extra circuitry of Figure 17.7a to
function as a buck. The essentials of the LT1074 are given below (see
Figure 17.8).
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FIGURE 17.8 Continued.
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The Darlington power transistor supplies the high specified output
current of 5 A. The Darlington base needs a source of current, which is
supplied by NPN transistor Q3. Q3 is driven by positive NAND gate
G1, whose output goes low when both its inputs go high. That occurs
after the R/S latch has been set and its Q output has gone high. The
output of G1 is inhibited by a “low” at the G2 output for the duration
of the positive trigger pulse from the oscillator, which sets the latch.
This limits the maximum “on” time of the power transistor to a full
period less the trigger pulse width, as a number of harmful things can
occur if the power transistor never turns “off.” This limits how close
Vin may come to Vo without losing regulation.

The “on” time is terminated when the output of comparator C1 goes
positive to reset the latch. The comparator compares the multiplier
output to an internally generated 3-V triangle. The instant the triangle
exceeds the multiplier output, the comparator output goes positive
and resets the latch, turning “off” the power transistor. This is a voltage-
mode circuit—the power switch “on” time is a function of only output
voltage, and not of peak switch current as well (Section 5.2).

The multiplier output voltage is proportional to the voltage error
amplifier output and inversely proportional to the input voltage. Thus
an increase in Vo and the voltage at the FB pin, or in Vin, shortens the
“on” time and keeps Vo constant. Feed-forward, introduced by making
the multiplier directly responsive to a Vin change, instead of a change
in Vo , results in faster correction of Vin changes.

Power transistor current is limited with C2. The threshold at which
current limiting occurs is set by the small negative bias across R1,
and that is controlled by the current source Q4. That current is kept
relatively constant by the relatively constant voltage at the Q4 base.
When the voltage drop across Rs exceeds the bias across R1, the output
of comparator C2 goes positive, resets the latch, and turns “off” the
power transistor.

Significant waveforms (idealized but quite accurate) in a typical
LT1074 are shown in Figure 17.9.6

17.3.8 Alternative Uses for the LT1074
Buck Regulator

17.3.8.1 LT1074 Positive-to-Negative Polarity Inverter
The output/input relation for the inverter shown in Figure 17.10a
can be derived by equating the volt-second product of L1 when the
power transistor is “on” to that when the transistor is “off.” When the
transistor is “on,” it brings the Vsw pin up to Vin and the volt-second
product of L1 is VinTon. When the transistor turns “off,” the polarity
of the voltage across L1 reverses is clamped by D1 to Vo at the bottom
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FIGURE 17.9 Significant waveforms for LT1074 buck regulator shown in
Figure 17.8.

end of C2 for a time Toff. Then

VinTon = Vo Toff = Vo (T − Ton)

17.3.8.2 LT1074 Negative Boost Regulator
A negative boost regulator is shown in Figure 17.10b. Again, we equate
L1 volt-second products in the “on” and “off” states. When the power
transistor is “on,” Vsw is brought up to ground and the L1 volt-second
product is VinTon. When the transistor is “off,” the polarity of the
voltage across L1 reverses and is clamped to the bottom end of C1 by
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FIGURE 17.10 Alternative uses for the LT1074 buck regulator. Note the
triple Darlington output configuration of Figure 17.8 yields a 2.2-V “on”
drop at 5 A, and may thus require a large heat sink.

D1 such that

VinTon = (Vo − Vin)Toff = (Vo − Vin)(T − Ton)

= Vo (T − Ton) − VinT + VinTon

or

Vo = VinT
T − Ton

= Vin

1 − T/Ton
(17.4)
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FIGURE 17.10 Continued.

17.3.8.3 Thermal Considerations for LT10745

Let us consider a buck regulator for +24-V input, and +15-V, 5-A
output. The prospect of doing this 75-W regulator with an LT1074 in a
TO220 package with only L,C, and D components, as in Figure 17.1a ,
might seem very attractive at first glance. Thermal calculations will
show that internal power dissipation, rather than the power transistor
peak current rating, is often the limiting factor to a practical design.
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Although internal dissipation varies with input and output volt-
ages, attempting to operate at the transistor’s peak current often
results in a heat sink many times larger than the TO220 regulator
package itself. This can be seen as follows:

For Io = 5 A, Figure 17.10c shows the transistor’s “on” voltage
is 2.2 V. For Vin nominal = +24 V, Vin min = +22 V, duty cycle (DC)
= Ton/T = Vo/Vin min = 15/22 = 0.68. Transistor switch dissipation is

PDSW = Vce Io × DC = 2.2 × 5 × 0.68 = 7.5 W

The average dissipation of the control circuitry in addition to this is

PDcc = Vin min Iin cc

where

Iin cc = 0.007 + 0.005 × DC + 2Io Ts F

Here the first term is the steady-state current drawn from Vin, and
the second term is the increase in that proportional to output current.
The last term is the average of the spikes of current lasting for the
switching time Ts which are drawn from Vin at the instants of turn
“on” and turn “off.” For F = 100 kHz and Ts = 0.06 μs,

PDcc = 22(0.007 + 0.005 × 0.68 + 2 × 5 × 0.06 × 10−6 × 1 × 10−5)

= 1.7 W

The total internal dissipation is then 7.5 + 1.7 = 9.2 W.
Assuming 50◦C ambient temperature, calculate the size of the heat

sink required for a desired maximum power transistor junction tem-
perature of 90◦C. With a TO220 package whose thermal resistance
is 25◦C/W, transistor case temperature is 90 – (7.5 × 2.5) = 71◦C. If
there is no temperature difference between the transistor case and heat
sink, the permissible heat sink temperature rise above ambient is 71 –
50 = 21◦C.

Referring to an AHAM heat sink catalog for a 21◦C temperature
rise above ambient, a typical heat sink is type S1100 5.5. This heat sink
has eight fins of 0.461-in height and a footprint area of 5.5 in by 4.5
in, so there is no significant advantage to putting the power transistor
inside the package.

LTC has addressed this problem by offering other regulators
(LT1142, 1143, 1148, 1149, 1430) which have less internal dissipation
by use of external MOSFET transistors for the transistor switch and
freewheeling diode. These have very low Rds, and consequent lower
“on” voltage and dissipation. They are available in surface-mounted
packages and so still permit a small overall regulator size. These and
other high-efficiency regulators are described below.
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17.3.9 LTC High-Efficiency, High-Power
Buck Regulators

17.3.9.1 LT1376 High-Frequency, Low Switch Drop Buck Regulator
A typical application in Figure 17.11a and block diagram in Figure
17.11d is a current-mode circuit (Sections 5.1 to 5.5), in which both the
DC output voltage and transistor switch peak current are controlled,
and determine the transistor “on” time.

For output currents from 1 to 1.5 A, it has greater efficiency and
requires a smaller heat sink than the LT1074. For output currents under
1 A it may require no heat sink at all. Because it operates at 500 kHz,
rather than 100 kHz for the LT1074, its output inductor and capacitor
(L1 and C1 in Figure 17.11a ) are much smaller.

It achieves greater efficiency primarily because of the low voltage
drop across the output transistor of 0.5 V at 1.5 A in Figure 17.11c.
This compares to 1.7 V at 1.5 A for the LT1074, or 1.25 V for the LT1076
(Figure 17.10c).

There are two reasons for this low drop. First, the output transistor is
a single transistor rather that a triple Darlington (Figure 17.8). Second,
the output transistor is driven harder into saturation by a voltage
above Vin. This higher voltage is produced inexpensively by D2 and
C2 (Figure 17.11a ). When the internal power transistor turns “off,”
the VSW node falls to one diode drop (D2) below ground, and C2
is charged to one diode drop below +Vo . When the internal power
transistor turns back “on,” C2 provides the positive boost voltage for
the internal output transistor driver.

17.3.9.2 LTC1148 High-Efficiency Buck
with External MOSFET Switches

A typical application is shown in Figures 17.12a and c. It achieves high
efficiency because of the low-Rds, low “on” drop P-channel MOSFET
(Q1) which switches the input end of L up to Vin during the “on” time.
During the “off” time, when Q1 is “off,” the low-Rds, low “on” drop
N-channel MOSFET Q2 is “on” and acts as the freewheeling diode in
shunt with D1 pulling the input end of L closer to ground than D1
alone can.

Efficiency is close to 95% because of these low “on” time drops, as
can be seen in Figure 17.12b.

The circuit is unusual in that unlike most other LTC products, it op-
erates with a fixed “off” time, and regulates by varying the switching
frequency to control the duty cycle.

Historically, a constant-frequency, “on” time-modulated regulation
scheme has been preferred. Often the switching power supply in a
large system was fed a synchronizing pulse, and it was required that
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FIGURE 17.11 Linear Technology LT1375 500-kHz high-efficiency buck
regulator. The single output transistor and the voltage boost provided by D2,
C2 result in low-output transistor “on” drop and efficiency close to 90% over
a large current range.

the power supply switching frequency be locked to a submultiple of
this pulse frequency, which was synchronized and locked in phase
either to a central computer clock or to the horizontal line rate in a
CRT display.
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FIGURE 17.11 Continued.

There was fear that power supply conducted or radiated RFI could
be picked up and interfere with nearby electronics such as CRT dis-
plays or computers. Any generated noise picked up by a CRT dis-
play in a synchronized system would be stationary on the screen,
and not as disconcerting to the operator as if it wandered across the
screen. Also, unsynchronized noise picked up by a computer would
have a greater probability of falsely turning 1s into 0s. This is because
the Fourier spectrum of variable-frequency noise is much wider than
fixed-frequency.

For low-power supplies for laptop computers and portable electron-
ics, where most often there is no other electronic equipment nearby,
there is no valid reason for rejecting a variable-frequency voltage-
regulating scheme.

17.3.9.3 LTC1148 Block Diagram
Despite regulating the output voltage by varying the frequency, rather
than by varying the pulse width at a constant frequency, the out-
put/input voltage relation is exactly the same as that for a PWM
scheme.
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FIGURE 17.12 LIC1148 high-efficiency buck regulator with external
MOSFETs. This regulator operates with fixed “off” time set by Ct . It
regulates by varying switching frequency. The external P and N channel
MOSFETs, with their low “on” drops, offer efficiencies exceeding 90% over
a large current range.

This can be seen (Figure 17.12a ) by equating the L volt-second pro-
ducts. When Q1 is “on,” Q2 is “off” and the input end of L is essentially
at Vin. When Q2 is “on” and Q1 is “off,” the input end is at ground.
Then

(Vin − Vo )ton = Votoff = Vinton − Voton

or

Vo = Vinton

ton + toff
= Vin

ton

T
(17.5)
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From this, the frequency versus output/input relation is

Vo = Vinton

T
= Vin(T − toff)

T
= Vin

(
1 − toff

T

)
= Vin(1 − f toff) (17.6)

which can be written

f = 1 − Vo

Vin/toff
(17.7)

It can be seen from Eq. 17.7 or 17.8 that with a constant toff, to keep
Vo constant as Vin goes up, frequency f goes up. Regulation can be
seen as follows (Figure 17.12).

When Q1 is “on,” P drive pin 1 is low, keeping the P-channel
MOSFET “on.” N drive pin 14 is also low, keeping the N-channel
MOSFET “off.” The four elements No , I 1, Na , I 2 form a set-reset flip-
flop FF1, and hence the P and N drive outputs remain locked in the
low state, keeping Q1 “on” and Q2 “off” until the flip-flop is reset.

Current in L ramps up with the usual ramp-on-a-step waveform
characteristic of an LC output filter. This inductor current is monitored
by sensing the voltage drop across Rsense. That voltage drop is added
to the negative bias voltage at the non-inverting input to comparator
C , which is the output of voltage error amplifier G that compares a
fraction of Vout to the internal 1.25-V reference.

When the voltage across Rsense exceeds the bias voltage at pin 6,
output of comparator C goes high, and the output of NAND gate Na
goes negative, since its other input is high at this time. This resets flip-
flop FF2, causing its Q output to go low. The output of AND gate A1
follows suit and commences the “off” time, which requires both the P
and N drive outputs to go high. That turns the P MOSFET “off” and
the N MOSFET “on,” bringing the input end of L down to ground.

When the output of AND gate A1 went low at the start of the “off”
time, it had two significant effects. First, the output of inverter I 3 went
high. Element No is a positive logic NOR gate, and element Na is a
positive logic NAND gate. Thus when the output of I 3 went high,
the No output went low and I 1 output went high, causing P drive
to go high to turn “off” the P MOSFET. Also, when the output of
I 3 went high, the output of Na went low as all its other inputs were
already high. That caused the Na output to go low, the I 2 output to go
high, and N drive to go high. That finally turned “on” the N MOSFET.
The flip-flop thus remained locked in the set state with Q1 “off” and
Q2 “on” because of the cross-coupling. This “off” state remains until
flip-flop FF2 is reset.

The design requires a constant “off” time, which comes about as
follows. When the A1 output went low, resetting FF1, the second sig-
nificant result was that the anode of diode D1 went low, disconnecting
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it from timing capacitor Ct at pin 4. Before the anode of D1 went low,
that diode clamped the voltage across C4 to a reference of 3 V and also
forced that same voltage to the non-inverting input to the “off” time
comparator Toff c . Meanwhile, the inverting input of Toff c was fixed at
a threshold voltage Vth1 of about 0.5 V. Thus the output of Toff c was
high.

Then when the D1 anode went low, turning Q1 “off” and Q2 “on,”
and putting a reverse bias on D1, this started the “off” time. The capac-
itor Ct started discharging with a nominal current of about 0.25 mA.
When it discharged to below Vth1, the output of Toff c went low and
set FF2. This drove the output of A1 high again and via FF1 drove P
drive and N drive low again, turning the P MOSFET “on” and the N
MOSFET “off,” ending the “off” time.

Thus the “off” time is the time required to discharge Ct about 3 V
with the internal 0.25 mA, which is modulated internally to keep the
frequency from going to low at low input voltage (Eq. 17.8). Ct is se-
lected as follows: Choose the desired switching frequency f at nomi-
nal input voltage Vin. Then choose toff from Eq. 17.8 for nominal input
and output voltages Vin, Vo , and find Ct from

Ct = i
dt
dV

= 0.0025toff

3

17.3.9.4 LTC1148 Line and Load Regulation
From the foregoing, it can be seen that line and load regulation occurs
by changing the switching frequency and the “on” time with a fixed
“off” time. Consider again in detail how the “on” time changes.

Suppose Vin increases, and Vo does the same. The inverting input
to voltage error amplifier G rises, and its negative bias from ramp
voltage across Rsense decreases. Then the positive ramp at the non-
inverting terminal of C crosses the threshold at its inverting terminal
sooner. Thus comparator C output goes positive sooner, the “on” time
decreases, frequency increases as toff is constant, and output voltage
goes back up.

The same “on” time modulation occurs for load changes, except
that those changes are temporary and revert to the “on” time called
for by Eq. 17.6. The temporary changes in the “on” time permit the
step part of the ramp-on-a-step waveform (Figure 1.6a ) to build up or
down over a number of switching cycles, as the center of the ramps
in Figure 1.6a is the output current.

17.3.9.5 LTC1148 Peak Current and Output Inductor Selection
The threshold voltage variation at the output of error amplifier G
(Figure 17.12c, pin 6) ranges between –0.025 and –0.15 V. Recall that
the peak output inductor current is reached when the voltage across
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Rsense equals the threshold voltage. Then to consider tolerances, as-
sume a maximum threshold of 0.100 V. For a specified maximum out-
put current of Imax,

Rsense = 0.100
Imax

(17.8)

The output inductor is sized so that it is at the threshold of the
continuous mode (Section 1.3.6) with the minimum bias of 0.025 V.
Then the inductor “on” current is a triangle rising from 0 to a peak
of 0.025/Rsense amperes in a time ton, and then falls to zero in the toff
calculated from Eq. 17.8. Then

L = V
dt
d I

= Votoff

0.025/Rsense
(17.9)

17.3.9.6 LTC1148 Burst-Mode Operation for Low Output Current
At low output currents, rather than permitting the inductor to go
into the discontinuous mode, the circuit is designed to stop switching
completely. Load current is then supplied entirely from the output
capacitor. This discharges the output capacitor after a time, and when
it falls back to the desired output voltage, switching commences again.

This is achieved with comparator BC. In normal operation its output
is high, as its inverting input is below its non-inverting one. This
enables A1, and its output is then controlled by the state of FF2 Q
output. When load current falls and Vo starts rising above its regulated
value, the inverting terminal of BC rises above the reference at the non-
inverting terminal. The BC output goes low, the A1 output goes low,
the I 3 output goes high and forces the P drive high via No and I 1 to
turn Q1 “off.” N drive is kept high to keep Q2 “on” via Na and I 2. To
lower the current drain in this non-switching mode as Ct falls below
VT H2, it turns the N drive “off” also, and the circuit is in the sleeping
mode.

Thus no switching occurs, and this “off” time persists even though
Ct discharges below VT H1, because the low at the BC output keeps the
A1 output low.

When the output capacitor discharges back down to the regulated
value, the BC inverting input goes low, its output goes high, it releases
the inhibit on A1, and the circuit returns to its switching mode. In the
sleep mode, the P drive is high and N drive is low, reducing internal
dissipation, which permits high efficiency down to a negligibly small
load current.
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17.3.10 Summary of High-Power Linear
Technology Buck Regulators

The three buck regulators discussed above are typical and probably
the most useful in the LTC buck family. The numerous others are spe-
cialized versions of the ones discussed, and include higher-voltage,
fixed-output-voltage, and various lower-peak-current types. They use
the same block diagram and component selection as discussed in pre-
vious chapters (Sections 1.3.6 and 1.3.7 for buck regulators, Sections
15.4.6 and 15.4.7 for boost regulators).

A tabular summary of the available LTC types is shown in
Figure 17.13.

FIGURE 17.13 Linear Technology buck regulators.
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17.3.11 Linear Technology Micropower
Regulators

Regulators with all semiconductors in one package for battery-
powered laptop computers represent a large segment of the market
for low-input voltage regulators. Linear Technology has a wide va-
riety of products, but their topologies and circuitry are no different
from what has been discussed above. Topologies are boost, buck, and
polarity inverters, and they differ mainly in that output currents are
all under 1 A and come in surface-mounted packages.

Since no new circuitry is involved, a tabular listing of the devices
available is presented in Figures 17.14a and b.

17.3.12 Feedback Loop Stabilization3

Feedback loop stabilization was discussed mathematically in
Chapter 12. There the significance of poles and zeros and their lo-
cations on the frequency axis to stabilize the feedback loop was
described.

LTC prefers an empirical approach because the mathematical anal-
ysis depends on assumptions about various quantities that are not
precisely specified by parts manufacturers. One such quantity is the
filter capacitor and its ESR, which may vary with use. LTC prefers to
observe the power supply output voltage response to a step change
in load current on an oscilloscope. By optimizing the waveshape for
various potential RC combinations (zeros) at the error amplifier out-
put, the loop is stabilized. The stabilization process is thus free of
assumptions.

All LTC boost, buck, and inverting configurations shown in their
data sheets are stabilized this way. The scheme is described by
C. Nelson and J. Williams in LTC Application Note 19.

The stabilization scheme is shown in Figure 17.15a . An additional
step load (Figure 17.15b) of about 10% (R1) is AC-coupled and added
to the nominal output current through a large capacitor C1. The usual
step square wave generator frequency of 50 Hz is not critical. The
regulator transient response to the steps is observed with the oscillo-
scope through the filter shown to keep switching frequencies out of
the display.

The series RC network used to stabilize the supply is connected from
the output of the internal voltage error amplifier (Vc pin) to ground.
As a starting point, set C2 to 2 μF and R3 to 1 k�. This almost always
yields a stable DC loop, but with C2 so large, the supply responds
to the step load with large transient overshoots and a slow decay
back to the nominal output voltage, as seen in Figure 17.15c. Now
C2 is decreased in steps, yielding the response of Figure 17.15d. The
overshoots are smaller in amplitude and fall back more quickly to
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FIGURE 17.14 (a ) Linear Technology micropower (Io under 1 A) boost
regulators.
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FIGURE 17.14 (b) Linear Technology micropower buck regulators.

the quiescent level. After the overshoot, there is a reverse-polarity
ring. Now if R3 is increased, the waveshape of Figure 17.15e with
the reverse ring eliminated results. Now decreasing C may decrease
the amplitude of the overshoot. More details are provided in LTC
Application Note 19.

In terms of the feedback analysis of Chapter 12, the combination
of C2 and R3 provides only a single zero, but no pole in the ampli-
fier transfer function (Sections 12.3 and 12.19). Recall in Section 12.3
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FIGURE 17.15 Stabilizing the feedback loop by varying R3C2 product, to
optimize the transient response waveshape when subjected to a step load
current via RsCb .

that a pole, comprising a shunt capacitor across the series RC com-
bination, was added to reduce gain at high frequencies, so that any
high-frequency noise spikes picked up would not get through to the
output.

The LTC analysis and data sheets show no poles or shunt C across
the series RC combination. Maybe there is already some shunt C from
Vc to ground internally, or there are no such noise spikes in these
relatively low-power devices with no large dV/dt or di/dt sources. If
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spikes are observed at the output, they can very likely be eliminated
by empirically selected small capacitors from Vc to ground.

17.4 Maxim IC Regulators
Maxim Inc. is another major manufacturer of devices discussed here.
Its product line also consists of boost, buck, and polarity inverters, and
matches many of the LTC devices in maximum voltage and current
ratings. Generally, they tend to specialize in devices with lower current
ratings than those of LTC.

Since no new circuit techniques are involved, a tabular listing of the
devices, showing all their significant voltage and current ratings, is
shown in Figure 17.16.

The fact that most of the discussion here has concerned LTC de-
vices, with only a tabular presentation of Maxim types, should not
be taken as the author’s assessment of the relative merits of the two
manufacturers’ devices. This discrepancy is due only to the author’s
earlier familiarity with LTC products.

17.5 Distributed Power Systems
with IC Building Blocks7

Figure 17.17a shows a conventional off-line, multi-output power sup-
ply. The alternating current is rectified with or without power factor
correction, and some topology—half, full bridge, forward converter,
or flyback—is used to generate a precisely controlled master output
voltage on output ground. This master is generally the highest current
output—usually +5 V—and is very well regulated against line and
load current changes. It is very well regulated because the feedback
loop is closed on this output, and controls the “on” time of the power
switching devices on input ground.

Additional outputs referred to as slaves are obtained by adding more
secondaries whose turns are selected to yield the desired secondary
voltages. Since the slave secondary switching times are the same as
that of the master secondary, the DC voltages of the slaves after their
LC filters are also well regulated against line input voltage changes.

Slaves are not well regulated against load current changes in either
the master or the slave outputs, however (Sections 2.2.1 to 2.2.3), and
are generally only ±5 to 8%. This can change as much as 50% if either
the master or slave inductors are permitted to go into discontinuous
mode (Section 2.2.4). Further, the absolute slave voltages cannot be set
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FIGURE 17.16 Maxim IC regulators. Devices similar to Linear Technology
regulators are available from other major suppliers requiring only a
minimum number of components external to the package.



C h a p t e r 17 : L o w - I n p u t - V o l t a g e R e g u l a t o r s 789

FIGURE 17.17 (a ) Conventional scheme for building a multi-output power
supply. A feedback loop around a master output regulates it against line and
load changes. Secondaries on the power transformer yield slaves which are
well regulated against line changes but only ±8% for load changes.
(b) Distributed power scheme. Here the transformer has only one secondary
which is well regulated against line and load changes. That output is bussed
around and is used to generate slave voltages at the point of use with
standardized boost, buck, or polarity inverter DC/DC converters. The
master may not even require regulation by PWM control of the primary side
power transistor. That transistor may operate at a fixed “on” time, and the
master regulation may be derived from its own DC/DC converter for
sufficiently low output currents.
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precisely, as the smallest amount by which they can be changed cor-
responds to adding or removing a single secondary turn. Since volts
per turn is proportional to the switching frequency from Faraday’s
law [E/N = Ae (dB/ton)(10−8) = Ae (dB × 0.4 f )(10−8)] at high fre-
quencies, E/N can amount to 2 to 3 V per turn depending on the flux
change and core area.

These slave voltages are generated physically close to the main
power transformer and are piped around to their points of use.

Generally the poor regulation and inability to set the voltages are
not too much of a problem. Slaves are used to power operational
amplifiers or motors for various computer peripherals, and these can
tolerate large supply voltage changes.

In cases where slaves must be accurate and well regulated, they
must be controlled by a dedicated feedback loop. This often is done
by following the poorly regulated slave with a linear regulator for low
current, a buck regulator for higher current, or a magnetic amplifier
(Section 10.3).

Distributed power is an alternative which corrects this problem, and
it has additional significant advantages, as shown in one of its versions
in Figure 17.17b.

The essence of distributed power is that it generates a common
DC voltage, which is not necessarily well regulated, at a central point
and buses it around to the points of use. There, standardized well-
regulated DC/DC converters—bucks, boost, or polarity inverters—
convert it to the desired voltages. The availability of the above-
described LTC and Maxim standard regulators makes them imme-
diate candidates for such a distributed power scheme.

Consider the following advantages of one version of distributed
power shown in Figure 17.17b. In that figure, the highest current out-
put, usually +5 V, is generated directly by the main power transformer,
which has only the one secondary shown. It is controlled by a feedback
loop from a sample on the output ground around to control the “on”
time of the power transistor on the input ground. All other outputs
are derived from boost or polarity inverters, each having their own
feedback loop. In the figure, all the slaves are generated by LTC1174
boost regulators. The advantages are as follows:

1. Simpler and less expensive main power transformer. That trans-
former is generally the largest and most expensive element in a
switching power supply. With fewer secondary windings, it is
easier to meet VDE safety specifications.

2. Ease of changing electrical parameters of the transformer. In the
conventional scheme of Figure 17.17a , the initial transformer
design often requires repeated versions. Some windings may
require adding or removing turns. Leakage or magnetizing
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inductances may be improper in an initial prototype. Winding
sequence may have to be changed to improve coupling between
windings or reduce proximity-effect losses. In the scheme of
Figure 17.17b, each output has its own feedback loop, and the
exact input voltage is unimportant as the output voltages are
constant over a 3:1 input voltage range.

3. Ease of changing output voltages or currents without changing
the main transformer design.

4. Ease of adding one or a number of new output voltages. Often
in a large system design, it is found late in the design that some
new voltages must be added.

5. Possibility of totally eliminating feedback on the master. This
avoids all the problems of sensing an output voltage on out-
put ground and controlling a pulse width on input ground,
and makes unnecessary optocouplers with their troublesome
gain variation with temperature, low-power housekeeping sup-
plies on output ground, and small power transformers to couple
pulses on output ground around to the power transistor on in-
put ground.

All this becomes possible by generating an unregulated voltage
of about +20 to +24 V, and bussing this around to the points of
use, and generating the usual +5-V high current output from a stan-
dard buck converter, such as a high-efficiency LT1270A or LTC1159.
Then the lower-current slaves can be produced with LT1074-type buck
regulators.

This scheme using only secondary side regulation does not need
pulse width modulation of the power transistor. It just requires setting
the controller pulse width to about 85% of a half period, and using
peak rectification with only a capacitor filter in the single secondary.
Variation of the peak rectified voltage due to line and load changes
and ripple at the filter capacitor is taken care of by the secondary
regulators.

In any such distributed power scheme, it is best to choose a relatively
high bus voltage such as +20 to +25 V and buck it down to the desired
values, rather than a low bus of +5 V and boost it up to the desired
voltages. The only time a low bus of +5 V makes sense is when the
+5-V current is over 10 to 100 A, as such high currents are not usually
generated using DC/DC converters.

Although a distributed power scheme may be more expensive
and may dissipate somewhat more power, since the power is han-
dled twice, the above advantages and the quick turnaround time
in developing a new multi-output power supply may outweigh its
disadvantages.
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Appendix

Symbols, Units, and Conversion Factors

Symbols Frequently Used in This Book

Ab Winding area of a core bobbin (usually given in square inches)
Ae Effective core area (usually given in square centimeters)
AL Inductance of core (usually given in millihenries per 1000 turns)
Br Remanence flux density of a core material (flux density at

zero oersteds)
BS Saturation flux density of a core material
DCMA Current density in wire (usually expressed in circular mils per

rms ampere)
lm Effective path length of a magnetic core (usually quoted

in centimeters)
� Flux in a magnetic core (in CGS/EMU units, it is usually given in

maxwells and is equal to flux density in gauss × core area in square
centimeters)

793
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Quantity Unit Unit
Quantity symbol name symbol Conversion

Electric

Capacitance C farads F As/V

Charge Q coulombs C As

Current I amperes A

Energy U joules J Ws

Impedance Z ohms � V/A

Inductance, self- L henries H Wb/A

Potential difference V volts V

Power, real (active) P watts W VA

Power, apparent S volt amperes VA

Reactance X ohms �

Resistance R ohms � V/A

Resistivity, volume ρ �cm

Magnetic

Field strength H A/m

Field strength (CGS) H oersteds Oe 1000/4π A/m

Flux � webers Wb Vs

Flux density B teslas T Wb/m2

Permeability μ H/m Vs/Am

Other

Angular velocity ω rad/s 2π f

Area A m2

Frequency f hertz Hz s−1

Length l meters m

Temperature T degrees Celsius ◦C

Temperature, absolute T kelvins K

Time t seconds s
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To convert from

CGS/EMU MKS to
CGS/EMU to MKS CGS/EMU

Quantity units MKS units multiply by multiply by

Flux maxwell weber 10−8 108

Flux density gauss tesla 10−4 104

Flux density gauss millitesla 10−1 101

Flux density gauss weber/meter2 10−4 104

Magnetic field oersted ampere turns/ 79.5 1.26 × 10−2

intensity meter

TABLE A.1 Conversion Table for Frequently Used Magnetic Units

To convert from

A to B B to A
Quantity A B multiply by multiply by

Area circular square
mils inches 7.85 × 10−7 1.27 × 106

Area circular square
mils centimeters 5.07 × 10−6 1.98 × 105

TABLE A.2 Other Conversion Factors Used in This Book

SI Base Units

Quantity Quantity symbol Unit name Unit symbol

Mass m kilogram kg

Length l meter m

Time t second s

Electric current I ampere A

Temperature T kelvin K
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2N2222A transistors, 440, 452, 455,

469, 471
2N2907A transistors, 454–455, 469
2N6542 transistors, 477
2N6676 transistors, 425
2N6836 transistors, 428, 430–432,

439, 548, 556
3C8 material, 51, 90, 138, 635
3C85 material, 314, 728
3F3 material, 287, 731
4-79 Moly-permalloy

material, 523
#8 iron powder E core chokes,

412–413
#40 iron powder E core

chokes, 404
area product and core size, 407
copper loss, 411–412
core loss, 409–410
energy storage number, 406
inductance, 404–405
turns, 407–409
wire size, 411

60-Hz line filters, 345
core size and area product,

345–347
thermal resistance and internal

dissipation limit, 347–348
turns and wire gauge, 349–350
winding resistance, 348–349

#60 Kool Mμ E cores, 413–417
120-V AC through 220-V AC

operation, flybacks for,
147–149

150-W 50-kHZ push-pull
converter power transistor
losses, 71

783E608 core, 90, 736

813E343 core
output power, 314
temperature rise calculations,

319–320
1408PA3C8 core, 271, 440, 450
1408PA3153C8 core, 440, 442
1524 chips, 603–604
1525 chips, 603–604
2616 core, 727–728
3019 core, 728–729
3524 chips, 451
3525A chips, 661
5528E core, 414–417
5530E core, 419–421
55120 MPP core, 656
55932 MPP core, 149
77439 core, 726, 729

A
above-resonance mode (ARM),

615–616
AC conditions

choke core materials, 370–371
choke flux density swing,

364–367
AC/DC resistance ratios

proximity effect, 333–337
skin effect, 324–330

AC-driven fluorescent lamps,
709–711

AC equivalent circuits for resonant
converters, 618–620, 623

AC power factor. See power factor
correction (PFC)

AC prime power housekeeping
supplies, 262–265

AC resistance in skin effect,
323–330

807
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AC stress applications
choke design, 389–393
choke materials, 368

AC switching losses
buck regulators, 16–20
DC/AC inverters, 720–721
power transistors, 69–72
push-pull topology, 650–651
waveforms, 637

ACR25U ASCR, 231–234,
236–237, 245

ACR25UO8LG SCR, 240
adjacent layer proximity effects,

330–333
adjustable dead time, 60–61
air gaps

buck regulators, 27
choke core materials, 369
chokes, 366–367
flux-imbalance correction, 56–57
forward converters, 88–90
gapped ferrite E core choke

design, 378–379
and saturation, 137–138

amorphous cores
BH loops, 516, 522, 524–525
magnetic amplifiers, 530–531
Royer oscillators, 276–277
temperature rise, 537

Ampere’s law for magnetics, 89
amplifiers

error. See error amplifiers
magnetic. See magnetic

amplifiers
AND gates, 779
anodes

fluorescent lamps, 705
SCRs, 231–240

apparent power, 669
applications for type 3 error

amplifiers, 585–587
arc characteristics

DC supply voltage, 707–709
fluorescent lamps, 706–714

area product method
#40 iron powder E core

chokes, 407

common-mode line filter
inductors, 345–347

core size, 395–397
gapped ferrite E core choke

design, 377–378
inductors, 338–340
swinging chokes, 418–419
temperature rise, 383, 401

argon gas in fluorescent lamps,
703–705

ARM (above-resonance mode),
615–616

asymmetrical IGBTs, 491
asymmetrical silicon controlled

rectifiers (ASCRs), 230–234,
236–237

automatic line voltage sensing, 105
auxiliary topologies. See low-

output-power
housekeeping SCR
resonant converters

average output current vs.
constant peak current ratio,
176–178

B
Baker clamps, 426, 429

current limiting, 438–439
Darlington transistors, 442–443
design example, 439–440, 442
efficiency, 429–430
integral transformers, 440–441
operation, 431–435
proportional base drive, 443–450
reverse base current, 437–439
transformer characteristics,

435–437
transformer coupled, 430–431
transistor storage time

reduction, 70
ballasts

circuits, 715
current-fed parallel resonant

half-bridge topology,
740–742

DC/AC inverters. See DC/AC
inverters
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electric arc characteristics,
706–714

fluorescent lamp physics and
types, 703–706

introduction, 699–703
packaging, 744–745
volt/ampere characteristics,

711–714
voltage-fed push-pull topology,

737–740
voltage-fed series resonant

half-bridge topology,
742–744

baluns, 649
base-to-emitter reverse voltage

spikes, 427–430
below-resonance mode (BRM)

resonant converters,
615–616

B/H loops, 38
#40 iron powder E core chokes,

407, 409
air gap function, 366–367
amorphous cores, 516, 522,

524–525
with DC bias current, 359–361
flux density swing, 363–366
magnetic amplifiers, 516–518,

543
bias current

B/H loops, 359–361
chokes, 362

bipolar circuit core losses, 287
bipolar power transistor base

drive circuits
Baker clamps. See Baker clamps
currents, 424–427
efficiency, 429–430
introduction, 423–424
miscellaneous schemes,

450–455
voltage, 427–430

bipolar transistors
flyback converters, 131, 133, 153,

216–217
forward converters, 83, 95–96
LT1170 driving, 759–762

blocking capacitors
full-bridge converters, 115
half-bridge converters, 107–108

blocking times for magnetic
amplifier postregulators,
519–520

body diodes, 485–487
body region spreading

resistance, 492
boost chips, 749
boost converters

continuous-mode vs.
discontinuous mode,
676–678

line input voltage regulation,
678–679

power factor correction,
673–675

boost output capacitors, 688–690
boost output inductors, 687–688
boost regulators

#40 iron powder E core chokes,
404–405, 409

basic operation, 31–33
continuous mode action, 35–37,

678–681
discontinuous mode action,

33–34, 37–40
distributed power systems, 790
flyback converters links, 40
load current regulation, 679–681
low-input-voltage regulators,

749–751
LT1170, 751–756
negative, 761, 763, 771–773
polarity inverting, 40–43

boost switching frequency with
UC 3854, 687

breakdown voltage of IGBTs, 498
bridge converters. See full-bridge

converters; half-bridge
converters

bridge transformer flux
imbalance, 192

bridge transistors
buck current-fed full-wave

bridge, 206–207
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bridge transistors (Cont.)
buck voltage-fed full-wave

bridge, 191–192
buck chips, 749
buck current-fed full-wave bridge

basic operation, 193–194
design decisions, 205–206
operating frequencies, 206–207
push-pull topology, 206–208
simultaneous conduction

problem, 198
turn “on” problems, 198–201
turn “on” snubbers, 201–204
turn “on”–turn “off” transients,

195–198
buck postregulators, 513
buck preregulated current-fed

Royer converters, 271–274
buck preregulated current-fed

Royer oscillators, 277
buck regulators, 10–11

basic operation, 13
chokes, 21–27, 401
conduction loss and

conduction-related
efficiency, 15

continuous mode operation, 25–26
discontinuous mode operation,

22–24
distributed power systems, 790
efficiency, 15–20
elements, 11–13
with external MOSFET

switches, 775–777
with housekeeping supplies, 280
isolated semi-regulated outputs,

30–31
Linear Technology Corporation

family, 767
low-input-voltage regulators,

749–751
LT1074, 767–771
LT1170, 759–760
LT1376, 775
negative, 760, 762
optimum switching frequency,

20–21

output capacitors, 27–30
output filter inductor design,

21–25
waveforms, 11–15

buck transistors
buck current-fed full-wave

bridge, 198–201, 206–207
turn “on” snubbers, 201–204

buck voltage-fed full-wave bridge
advantages, 190–192
basic operation, 188–190
drawbacks, 193
turn “on” transients, 191–193,

198–201
burst-mode operation with

LTC1148, 781
buzz in fluorescent lamps, 701

C
C core materials, 388, 393–394
capacitance

current-fed topology, 732
IGBTs, 499–501
MOSFETs, 469

capacitors
ballasts, 701, 712, 733
boost regulators, 33, 766
buck current-fed full-wave

bridge, 205
buck regulators, 27–30
design, 74–75
discontinuous-mode flyback

converters, 134–135
error amplifiers, 573–574,

585–587
feedback loop stabilization, 783
flyback converters, 134–135, 146
forward converters, 94, 101, 583
full-bridge converters, 115
half-bridge converters, 104–105,

107–108
LC output filters, 567–570
low-input-voltage regulators,

765–767
LTC1148, 780–781
negative buck regulators, 762
power factor correction, 672–673
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proportional base drive Baker
clamps, 447–448

push-pull topology, 74–75
RCD turn “off” snubbers,

550–551
SCR turn “off,” 235–237
single-ended flybacks, 665–666
snubbers, 549, 554, 665–666
with UC 3854, 688–690

cathode fall, 708
cathode glow (CG), 708
cathode-ray tube (CRT)

herringbone interference,
611–612

cathodes
fluorescent lamps, 705
push-pull topology, 647–650, 656
SCRs, 231–234

CCM. See continuous-conduction
mode (CCM) resonant
converters

CDS (Crookes’ dark space), 708
CFLs (compact fluorescent lamps),

701–702
Chambers, D., 245–246, 253
characteristic impedance of LC

circuits, 557
charging time of turn “on”

snubbers inductors, 203
charts

chokes, 359
output power equations,

306–313
choke materials

conclusions, 374
core loss characteristics,

370–371
core saturation characteristics,

369–371
core size and shape, 374
cost, 373–374
high AC stress applications, 368
introduction, 367–368
low AC stress applications, 368
mid-range applications, 369
permeability parameters,

371–373

powder core. See powder core
chokes

chokes, 358–359
air gap function, 366–367,

378–379
buck regulators, 21–27, 401
copper loss limited. See copper

loss–limited choke design
discontinuous-mode flyback

converters, 139
equations, units, and charts, 359
flux density swing, 363–366
flyback transformers as, 119
gapped ferrite. See gapped

ferrite E core choke design
inductance and bias current, 362
vs. inductors, 338
magnetization characteristics

with DC bias current,
359–361

magnetizing force, 361
swinging, 139, 393, 417–421
temperature rise, 367

circular mils calculation, 65
clamps, Baker. See Baker clamps
cliff point, 727
coercive force axis, 88
coils

current feed inductor
design, 729

proximity effects, 330–333
collector cutoff current in

IGBTs, 499
collector-emitter voltages in IGBTs

breakdown, 498
“on,” 499
sustaining, 494

collision ionization, 703, 705–707
common-mode line filter

inductors, 341
core size and area product,

345–347
design example, 345
E core, 344
thermal resistance and internal

dissipation limit, 347–348
toroidal core, 341–344
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common-mode (Cont.)
turns and wire gauge, 349–352
winding resistance, 348–349

common-mode noise, 649
compact fluorescent lamps (CFLs),

701–702
computers, regulators for. See low-

input-voltage regulators
conditional stability in feedback

loops, 593–595
conduction in IGBTs, 491
conduction losses

buck regulators, 15
power transistors, 70–71

constant-frequency schemes, 239
constant output voltage with

UC 3854, 684–685
constant peak current vs. average

output current ratio,
176–178

continuous collector current
ratings for IGBTs, 494

continuous-conduction mode
(CCM) resonant converters,
615–616

AC equivalent circuits and gain
curves, 619–620

parallel and series, 616–619
regulation, 620–622
series-parallel, 622–623
zero-voltage-switching

quasi-resonant, 623–626
continuous-mode flybacks

basic operation, 127–129
design example, 153–155
from discontinuous mode,

124–127
input, output current-power

relations, 150–152
output voltage and on time

relations, 149–150
ramp amplitudes at minimum

DC input, 152
continuous mode operation

boost converter line input
voltage regulation, 678–679

boost regulators, 35–37, 679–681

boost topology for power factor
correction, 676–678

buck regulators, 25–26
load current regulation,

679–681
resonant converters, 614–616

conversion factors, 794–795
converters

boost, 673–679
Cuk. See Cuk converters
flyback. See flyback converters
forward. See forward

converters
full-bridge. See full-bridge

converters
half-bridge. See half-bridge

converters
resonant. See resonant

converters
copper loss–limited choke

design
copper loss calculations, 400
core loss, 401–403
core size, 395–397
DC magnetizing force, 399
energy storage number, 397
introduction, 395
low AC stress, 391–392
permeability, 395, 399
swinging chokes, 417–421
temperature rise by area

product method, 401
temperature rise by energy

density method, 400–401
turns, 397–399
wire size, 399–400

copper losses
#8 iron powder E core

chokes, 413
#40 iron powder E core chokes,

411–412
#60 Kool Mμ E cores, 416
forward converters, 301–302
gapped ferrite E core choke

design, 380
introduction, 320–321
proximity effect, 328–337
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skin effect, 321–330
swinging chokes, 420

core losses
#8 iron powder E core chokes,

412–413
#40 iron powder E core chokes,

409–410
#60 Kool Mμ E cores, 415
choke design for high AC

stress, 392
choke materials, 370–371
copper loss–limited choke

design, 401–403
forward converters, 301–302
vs. frequency and flux density,

286–291
gapped ferrite E core choke

design, 383–387
magnetic amplifier

postregulators,
523–524, 529–537

series-mode line filter
inductors, 356

swinging chokes, 421
core saturation

choke materials, 369–371
flyback converters, 130–131,

137–138
line filter inductors, 343
powder core, 388–389, 393

core selection
current feed inductors,

722–729
double-ended forward

converters, 97–98
forward converters, 90–91
interleaved forward

converters, 100
power transformer design,

59–60
core size

#40 iron powder E core
chokes, 407

#60 Kool Mμ E cores, 414
choke materials, 374
common-mode line filter

inductors, 345–347

copper loss–limited choke
design, 395–397

swinging chokes, 418–419
cores

choke materials, 374
chokes, 360–361
discontinuous-mode flyback

converters, 135–145
ferrite. See ferrite cores; gapped

ferrite E core choke design
full-bridge converters, 113–114
gapped. See gapped cores
half-bridge converters, 105–106
interchangeability, 316–317
magnetic amplifier

postregulators, 526–527
output power doubling, 302–304
output power equation

converters, 306–317
powder core choke design,

393–394
proportional base drive Baker

clamps, 449
Royer oscillators, 274–276

cost issues
choke materials, 373–374
fluorescent lamps, 701–703
powder core choke design, 394

crest factor in fluorescent
lamps, 710

critical load current in buck
regulators, 22

critically damped circuits, 565
Crookes’ dark space (CDS), 708
cross regulation

magnetic-amplifier
postregulators, 511–512

with output inductors, 185
push-pull topology, 48–49

crossover frequency
in error-amplifier gain, 572
forward converter feedback

loops, 582, 584
loop oscillation, 563–565, 567

CRT (cathode-ray tube)
herringbone interference,
611–612
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Cuk converters
basic operation, 255–256
inductor rates of change,

257–258
input ripple currents, 258–259
introduction, 254–255
isolated outputs, 259–260
output and input voltage

relation, 256–257
cup cores

air gap, 57
discontinuous-mode flyback

converters, 136
geometries, 289

Curie temperature of Square
Permalloy, 524

current-fed topologies, 717–718
DC/AC inverters, 718–722
ferrite core transformers,

729–736
flyback. See flyback current-fed

push-pull topology
full wave bridges. See buck

current-fed full-wave
bridge

parallel resonant half-bridge,
740–742

Royer oscillators, 271–274, 277
toroidal core transformers, 737

current feed inductors, 721–729
current limiting

Baker clamps, 438–439
ballasts for. See ballasts
UC 3854, 690

current-mode control
advantages, 163–165, 171–176
circuitry, 169–171
constant peak current vs.

average output current
ratio, 176–178

flux imbalance, 58, 163, 172
forward converters, 83
introduction, 161–162
limitations, 176–183
line voltage regulation, 171–172
load current regulation, 174–176
loop stabilization, 172–175

LT1170 boost regulator, 751
output inductor current

disturbance response, 179
overview, 162–163
slope compensation, 179–183

current-mode control vs.
voltage-fed control,
165–171

buck current-fed. See buck
current-fed full-wave
bridge

buck voltage-fed. See buck
voltage-fed full-wave
bridge

current regulation, 164–165,
174–176

introduction, 183–184
voltage-fed, PWM full-wave

bridge, 184–188
current ripple in flyback

non-overlapping mode,
214–215

current-voltage overlap losses,
69–70

currents
Baker clamp transformers,

435–437
bipolar power transistor base

drives, 424–427
chokes, 362
Cuk converters, 258–259
current-fed push-pull topology,

720–721
distributed power systems, 791
flyback converters, 132
flyback current-fed push-pull

topology, 211–212
forward converters, 81–82, 92,

132, 633–639
full-bridge converters, 114
gapped ferrite E cores, 384
half-bridge converters, 106–107
high-power boost

regulators, 764
IGBTs, 494, 499, 503
interleaved flybacks, 156
LT1074 buck regulators, 770
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LT1074 thermal
considerations, 774

LT1170 boost regulators,
751–753

LT1170 buck regulators, 762
LT1170 negative boost

regulators, 763
LT1170 negative-to-positive

polarity inverters, 762
LT1170 positive-to-negative

polarity inverters, 763
LT1170 waveforms, 753–756
LT1376 buck regulators, 775
LTC1148, 780–781
MOSFETs, 461–463, 467–468,

477–480
negative buck regulators, 762
non-overlapping flyback

topology, 214–215
overlap mode flyback topology,

226–227
power transformer design

calculations, 63–67
proximity effect, 330–332
push-pull, 642–644, 647, 650–659
RFI in series-mode line filter

inductors, 353
rise time, 503
single-ended flybacks, 662–666
skin effect, 320–322
with UC 3854, 682–684

cutoff current in IGBTs, 499

D
Darlington transistors

Baker clamps with, 442–443
IGBTs, 489
LT1074 buck regulators, 770, 772
LT1376 buck regulators, 775
magnetic amplifiers, 541–543

DC/AC inverters
coil design, 729
core selection, 722–729
current-fed push-pull topology,

718–722
ferrite core transformers,

729–736

overview, 716–718
toroidal core transformers, 737

DC bias in inductors. See chokes
DC gain in error amplifiers,

595–596
DC input for flyback converters,

131, 152
DC-isolated output, buck

regulator with, 280
DC magnetizing force

#60 Kool Mμ E cores, 415
copper loss–limited choke

design, 399
swinging chokes, 417

DC prime housekeeping power
supplies, 265–266

DC resistance in skin effect,
323–330

DC supply voltage arc
characteristics, 707–709

de Silva, Claudio, 681
dead time, 60–61
delay time in IGBTs, 503
depletion type MOSFETs,

459–461
depth of skin effect, 323–324
design relations in flyback

converters, 130–132
device power loss in IGBTs, 505
diodes

Baker clamp operation,
433–434

forward converters, 81
LT1170, 751, 767
MOSFET drain-to-source,

485–487
discontinuous-mode flybacks,

123–124
design example, 132–146,

153–155, 600–602
double-ended, 157–160
single-ended waveforms,

660–666
stabilizing, 595–599
transfer function, 597–599
transition to continuous-mode,

124–127



816 S w i t c h i n g P o w e r S u p p l y D e s i g n

discontinuous-mode operation
boost regulators, 33–34, 37–40
boost topology power factor

correction, 676–678
buck regulators, 22–24
magnetics, 135–136
resonant converters, 609,

614–616
dissipation

common-mode line filter
inductors, 347–348

non-dissipative snubbers,
553–555

turn “off” snubbers, 550–551
turn “on” snubbers, 203

dissipative regulators. See linear
regulators

distributed power systems,
787–791

Dixon, L., 331, 448
Dodge, Jonathan, 487
double-ended flybacks

area of application, 157–158
basic operation, 157
leakage inductance effect,

159–160, 661
double-ended forward converters

basic operation, 94–96
design relations and

transformer design, 97–98
vs. half-bridge converters,

108–109
output filters, 98
output power limits, 96–97
secondary turns and

wire size, 98
double turn “on,” push-pull

topology, 658–659
doubling output power, 302–304
Dowell, P., 330–337
drain currents

forward converters, 632–635
MOSFETs, 461–463, 467–468
push-pull topology, 647, 650–659
single-ended flybacks, 662

drain-to-source body diodes in
MOSFETs, 485–487

drain-to-source voltages
forward converters, 632–635,

638–639
MOSFETs, 461–463
push-pull topology, 642–647,

652–655
drain voltages

forward converters, 635–639
push-pull topology, 650–651, 655
single-ended flybacks, 662

drains in MOSFETs, 460
drop buck regulators, 775
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E
E cores

#8 iron powder, 412
#40 iron powder, 407
choke materials, 374
common-mode line filter

inductors, 344, 349–350
gapped ferrite core design. See

gapped ferrite E core choke
design

powder core materials, 388,
393–394

E21 core, 730–733, 735
E55 core

output power, 314
temperature rise

calculations, 319
E220 core

#8 iron powder E core
chokes, 412

#40 iron powder E core
chokes, 407

EC cores, 292–293
interchangeability, 316
output power equation

converters, 307, 310
EC35 core

common-mode line filter
inductors, 348–350

gapped ferrite E core choke
design, 378

EC41 core
core loss, 387
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gapped ferrite E core choke
design, 378

temperature rise, 383
winding resistance, 382

eddy currents
gapped ferrite E cores, 384
proximity effect, 330–332
skin effect, 320–322

EE cores, 289, 292–293
interchangeability, 316
output power equation

converters, 307, 310
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#8 iron powder E core
chokes, 413

#40 iron powder E core
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drive circuits, 429–430
buck regulators, 15–21
fluorescent lamps, 700–702
linear regulators, 7–9
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electric arc characteristics
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fluorescent lamps, 706–714

electrodes in fluorescent
lamps, 703
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boost regulators, 766
buck regulators, 27
design, 74–75
error amplifiers, 585
flyback converters, 135
forward converters, 583
low-ESR, 28–29
low-input-voltage

regulators, 766
electronic ballasts. See ballasts
EMI (electromagnetic interference)

ballast circuits, 715
fluorescent lamps, 701
gapped ferrite E core choke

design, 379
interleaved forward converter
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power factor, 672
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RM cores, 293
series-mode line filter
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energy density method for

temperature rise, 400–401
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size, 395–397
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buck regulators, 27–29
error amplifiers, 585–586
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phase shift, 580–581
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function, 585–587
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conditional stability in feedback

loops, 593–595
current-mode control, 163–164,
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DC gain, 595–596
flyback converter design

example, 600–602
forward converter delay, 91
forward converter feedback

loops, 582–585, 590–592
gain slope changes due to zeros

and poles, 576–578
gain vs. frequency, 572–575
housekeeping power

supplies, 261
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error amplifiers (Cont.)
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LT1170 negative-to-positive

polarity inverters, 762
magnetic amplifiers, 540–544
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locations, 579–580
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580–581
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578–579

ESL (equivalent series
inductance), 27
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interchangeability, 316
output power equation
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conditional, 593–595
current-mode control, 164
error amplifiers. See error

amplifiers
forward converters, 582–585,
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loop oscillation mechanism,

563–572

low-input-voltage regulators,
783, 785–787

feedback loops
boost regulators, 34–35
current-mode control, 169
LT1170 boost regulator, 751
UC 3854, 690–691

ferrite cores
current-fed topology, 729–736
flyback transformers, 120
gapped. See gapped ferrite E

core choke design
geometries, 289–294
hysteresis loops, 50–52
losses vs. frequency and flux

density, 286–291
peak flux density, 294
Royer oscillators, 274–276
series-mode line filter inductors,

353–355
FETs. See MOSFETs (Metal Oxide

Silicon Field Effect
Transistors)

figure of merit, product area,
339–340
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current-fed topology, 740–741
fluorescent lamps, 699,

704–705
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buck regulators, 21–25
double-ended forward

converters, 98
forward converter output, 93–94
full-bridge converters, 115
half-bridge converters, 107
interleaved forward

converters, 101
LC output, 567–572
line filter inductors. See

common-mode line filter
inductors

negative buck regulators, 762
output inductors, 21–25
phase shift through, 580–581
power factor correction, 672
push-pull topology, 73–75
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series-mode line inductors,
352–358

firing times in magnetic-amplifier
postregulators, 519–520

first-quadrant forward converter
magnetics, 86–88

fixed frequency buck regulator
operation, 11–12

flicker in fluorescent lamps,
700–701

fluorescent lamps
ballasts. See ballasts
electric arc characteristics,

706–714
overview, 699–703
physics and types, 703–706

flux density
#40 iron powder E core

chokes, 409
choke core materials, 371
vs. ferrite core losses, 286–291
at higher frequencies, 314–315
powder core, 389–391
transformer selection, 294–295

flux density swing
chokes, 363–367
power transformer selection,

61–63
flux imbalance

bridge transformers, 192
current-mode control, 58,

163, 172
half-bridge converters, 107–108
push-pull topology, 50–52
push-pull topology, correction,

56–58
push-pull topology, current-fed,

210–211, 721
push-pull topology, indications,

52–55
push-pull topology, tests,

55–56
voltage-fed, PWM bridge, 188

flux locus in push-pull topology,
644–647

flyback converters
basic schematic, 121

boost regulators link, 40
continuous-mode. See

continuous-mode flybacks
design, 130–132, 600–602
disadvantages, 145–146
discontinuous-mode. See

discontinuous-mode
flybacks

forward, 117–120
interleaved, 155–156
introduction, 120–121
operating modes, 121–122
stabilizing, 595–599
transfer function, 597–599
universal input flybacks,

147–149
flyback current-fed push-pull

topology
flux imbalance, 210–211
flyback transformers, 218–219
non-overlap mode, 212–219
overlap mode, 219–227
overview, 208–210
push-pull transistor current,

211–212
flyback topology waveforms,

660–666
flyback transformers

AC-driven fluorescent
lamps, 709

current-fed push-pull, 218–219
overview, 117–119

flyback-type housekeeping
supplies, 265–266, 278–280

forced non-overlap operation in
current-fed push-pull
topology, 223–224

forward bias safe operating area
(FBSOA) in IGBTs, 497

forward converters
basic operation, 75–78
core and copper losses, 301–302
core gapping, 88–90
design relations, 78–80
double-ended, 94–98, 108–109
feedback loops, 561–563,

582–585, 590–592
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forward converters (Cont.)
input voltage/output power

limits, 83–84
interleaved, 98–101
magnetics, 86–90
maximum off-voltage stress in

power transistor, 82–83
output filters, 93–94
output power doubling, 302–304
power transformer design

relations, 90–93
primary current, output power,

and input voltage
relationships, 81–82

resonant, 609–614
secondary load, free-wheeling

diode, and inductor
currents, 81

slave output voltages, 80–81
type 2 error amplifiers, 582–585
unequal power and reset

winding turns, 84–86
waveforms, 75–76, 79, 85,

632–639
forward transconductance in

IGBTs, 503
FPTD type codes, 703
frequencies

and AC/DC resistance ratio,
324–327

buck regulator switching, 20–21
buck transistors, 206–207
in error-amplifier gain, 572–575
vs. ferrite core losses, 286–291
forward converters, 303–304
loop oscillation, 563–567
MC 34261, 694–696
output power equation

converters, 306–315
skin effect, 320–324

full-bridge converters
basic operation, 111–113
buck current-fed. See buck

current-fed full-wave bridge
buck voltage-fed, 188–193,

198–201
introduction, 103

magnetics, 113–115
output filters, 115
output power relations, 306
SCR resonant, 240–241
transformer primary blocking

capacitors, 115
voltage-fed PWM, 184–188

G
gain and gain curves

current-mode control, 173
error amplifiers, 572–575,

592–593, 595–596
magnetic amplifiers, 539–540
resonant converters, 619–620

gain for stable circuits
criterion, 563
LC output filters, 567–572
PWM, 570–571
slope, 563–567

gapped cores, 292–293
choke materials, 368–372
copper loss–limited choke

design, 395
current feed inductors, 724,

727–728
flux imbalance correction,

56–57
flyback converters, 136–145
flyback transformers, 120
forward converters, 88–90

gapped ferrite E core choke design
area product, 377–378
core gap, 378–380
core loss, 383–387
inductance and ripple current,

376–377
overview, 375–376
power loss, 382–383
temperature rise, 383
turns, 378
winding resistance, 382
wire size, 380–382

gases in fluorescent lamps,
703–705

gate charge in IGBTs, 501–502
gate controlled switches, 229
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gate drive circuits in MOSFETs,
468–472

gate-emitter leakage current in
IGBTs, 499

gate-emitter voltage in IGBTs, 494
gate source resistance in IGBTs,

507–508
gate voltages

IGBTs, 499
input, 647
push-pull topology, 647,

656–657
rise and fall times, 467–468
specifications, 484–485
threshold, 475–476, 499

gates
MOSFETs, 460, 464–466
SCRs, 231–234

geometries of ferrite core,
289–294

green energy, 699

H
half-bridge converters

basic operation, 103–105
blocking capacitors for flux

imbalance, 107–108
DC/AC inverters, 717
vs. double-ended forward

converters, 108–109
introduction, 103
leakage inductance spikes, 108
magnetics, 105–107
output filters, 107
output power limits, 111
output power relations,

304–306
half-bridge resonant converters,

616
AC equivalent circuits and gain

curves, 619–620
current-fed parallel, 740–742
parallel and series, 616–619
regulation, 620–622
SCR introduction, 240–241
SCR series-loaded, 240–248
SCR single-ended, 249–254

series-parallel, 622–623
voltage-fed series, 742–744
zero-voltage-switching

quasi-resonant, 623–626
harmonics in skin effect, 327–328
Haver, R. J., 718
Haver version, 718
haversines, 672
heat sinks

LT1074, 774
thermal considerations, 758
transformers, 317–319

herringbone interference, 611–612
Hess, John, 487
high AC stress applications

choke materials, 368
core loss limiting, 392

high-beta transistors, 426
high DC input voltages in

current-fed push-pull
topology, 223–224

high-efficiency buck regulators,
775–777

high-frequency ballasts, 701
high-frequency buck regulators,

775
high-frequency materials, 287
high-frequency performance of

rod core, 355–356
high-voltage MOSFETS, 759–762
holdup capacitors, 447–448
housekeeping topologies. See low-

output-power
housekeeping SCR
resonant converters

Hy Ra 80 material, 523
hysteresis loops

in core design, 287–288
ferrite core materials, 50–52
flux change, 61–63
flux imbalance correction, 56–57
forward converter topology, 88
gapped ferrite E cores, 384
magnetic amplifiers, 516–519,

522–529, 541
Royer oscillators, 266–267, 270,

274–278
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I
IC regulator thermal

considerations, 756–758
IGBTs. See Insulated Gate Bipolar

Transistors (IGBTs)
impedance

IGBTs, 505–506
LC circuits, 557
MOSFETs, 464–466

inductance
#40 iron powder E core chokes,

404–405
chokes, 362
flyback converters, 131
flyback transformers, 120
gapped core, 89–90
gapped ferrite E core choke

design, 376–377
leakage, 159–160, 661
proportional base drive Baker

clamps, 449
push-pull topology, 53–55
swinging chokes, 419–420

inductance spikes
double-ended forward

converters, 96
forward converters, 635–639
half-bridge converters, 108
power transformer design,

67–69
push-pull topology, 642

inductor currents
disturbance response,

current-mode control, 179
forward converters, 81
push-pull topology,

49–50, 656
inductors

area product method, 338–340,
345–347

ballasts, 699
buck regulators, 21–27
buck voltage-fed, full-wave

bridge, 190–191
vs. chokes, 338
Cuk converters, 257–258
current feed, 721–729

current-mode control,
172–175, 179

design, 340
flyback transformers as, 118–119
forward converters, 93–94,

638–639
line filter, 341–344
low-input-voltage regulators,

764–765
low power signal-level,

340–341
LT1170, 751, 764–765
LTC1148, 780–781
MC 34261, 694–696
SCR turn “off,” 235–236
series-mode line filter, 352–358
turn “on” snubbers, 203
with UC 3854, 687–688
voltage-fed, PWM full-wave

bridge, 185
input capacitance, IGBTs,

499–500
input common in housekeeping

power supplies, 261–262
input current

Cuk converters, 258–259
forward converters, 81–82
non-overlapping mode flyback

current-fed push-pull,
214–215

input current-power relations in
continuous-mode flybacks,
150–152

input impedance in MOSFETs,
464–466

input rectifiers
ballasts, 745
capacitive, 353
half-bridge converters,

103–105
input voltages

boost converters, 678–679
Cuk converters, 256–257
flyback converters, 124, 131
forward converters, 78–80,

83–84
full-bridge converters, 114
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half-bridge converters, 106
overlapping flyback topology,

221–224
push-pull topology, 71–72

instant-start fluorescent lamps,
699–700, 703–705

Insulated Gate Bipolar Transistors
(IGBTs)

buck regulators, 17
construction overview, 489–490
dynamic characteristics, 499–503
equivalent circuits, 490
introduction, 457–459
latch-up possibilities, 492–493
parallel operation, 493
performance characteristics,

490–493
selecting, 487–489
specification parameters and

maximum ratings, 494–498
static electrical characteristics,

498–499
temperature effects, 493
thermal and mechanical

characteristics, 504–508
integral transformers, 440–441
integrated-circuit chips for power

factor correction
MC 34261, 691–697
UC 3854, 681–691

interleaved flybacks, 155–156
interleaved forward converters

basic operation, 98–99
output filters, 101
transformer design, 100–101

internal dissipation
common-mode filter
inductors, 347–348

inverter-type SCRs, 230
inverters

DC/AC. See DC/AC inverters
polarity. See polarity inverters

ionization by collision, 703,
705–707

IRF330 MOSFETs, 478
iron powder cores #8,

412–413

#40. See #40 iron powder E core
chokes

chokes, 360–361, 368–374
series-mode line filter inductors,

353–358
isolated outputs

buck regulators, 30–31
Cuk converters, 259–260

J
Jamerson, J., 521
Jensen oscillating converters, 262
junction to case characteristics in

IGBTs, 504–505

K
Kantak, K. V., 30
Kool Mμ materials

#40 iron powder E core, 404
#60 E cores, 413–417
chokes, 368–373
copper loss limiting, 395–403
current-fed topology, 730, 737
current feed inductors, 722–726,

729–730
powder core materials, 388–394
swinging chokes, 417–421

krypton gas in fluorescent lamps,
703–705

L
laptop computer regulators. See

low-input-voltage
regulators

latch-up possibilities in IGBTs,
492–493

LC circuits
characteristic impedance, 557
gain for stable circuits,

567–572
phase shift through, 580–581
push-pull topology, 47
SCR resonant converters,

252–253
LC oscillators in DC/AC

inverters, 716
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LCC circuits, 618, 622–624
leakage current in IGBTs, 499
leakage inductance

double-ended flybacks, 159–160
flyback converters, 134
single-ended flybacks, 660–661

leakage inductance spikes
double-ended forward

converters, 96
forward converters, 635–639
half-bridge converters, 108
power transformer design,

67–69
push-pull topology, 642

Lee, F., 612–613
line filter inductors

common-mode. See
common-mode line filter
inductors

overview, 341
series-mode, 352–358

line regulation
boost converters, 678–679
current-mode control, 171–172
LTC1148, 780
push-pull topology, 48–49

line voltage change correction in
current-mode control,
163–164

linear postregulators, 513
linear regulators

basic operation, 4–5
efficiency vs. output voltage, 7–9
limitations, 6
series-pass transistor, 6–7, 9–10

Linear Technology
Corporation, 748

boost regulators, 749–751,
763–764

buck regulators, 749–751,
767, 782

feedback loop stabilization, 783,
785–787

LT1074. See LT1074 regulators
LT1170. See LT1170 regulators
LT1270A regulators, 791
LT1376 regulators, 775

LTC1148. See LTC1148 regulators
LTC1159 regulators, 791
LTC1174 regulators, 790
micropower regulators,

782–784
thermal considerations,

756–758
liquid mercury in fluorescent

lamps, 703–705
Litz wire, 327
Liu, K., 612–613
load line shaping snubber circuits

introduction, 545–546
non-dissipative snubbers,

553–554
RCD turn “off” snubbers,

548–553
for secondary breakdown,

555–558
transformer lossless, 558–559
transistor turn “off” losses

without, 547–548
load regulation

boost regulators, 679–681
current-mode control, 164–165,

174–176
LTC1148, 780

logic details in MC 34261, 693–694
loop oscillation, 563–572
loop stabilization

current-control mode, 172–175
magnetic amplifiers, 783,

785–787
UC 3854, 690

losses
copper. See copper losses
core. See core losses
power, 382–383, 505
switching. See switching losses

lossless snubber circuits, 204,
558–559

low AC stress applications
choke materials, 368
copper loss limiting for, 391–392

low-beta transistors, 426
low-ESR electrolytic capacitors,

28–29, 354, 766



I n d e x 825

low-input-voltage regulators
boost regulators, 749–751,

763–764
buck regulators, 749–751, 767
introduction, 747–748
LT1074. See LT1074 regulators
LT1170. See LT1170 regulators
LT1270A regulators, 791
LT1376 regulators, 775
LTC1148. See LTC1148 regulators
LTC1159 regulators, 791
LTC1174 regulators, 790
Maxim, 787–791
suppliers, 748
thermal considerations,

756–758
low-output-power housekeeping

SCR resonant converters
block diagrams, 262–266
buck regulator, 280
introduction, 260
minimum-parts-count flybacks,

278–280
output and input common,

261–262
Royer oscillators. See Royer

oscillator housekeeping
supplies

supply alternatives, 262
low-power signal-level inductors,

340–341
LP cores, 292, 294
LT1074 regulators

buck regulator, 767–771, 791
negative boost regulator,

771–773
positive-to-negative polarity

inverter, 770, 772
thermal considerations, 773–774

LT1170 regulators
boost regulators, 751–756
buck regulators, 759–760
high-voltage MOSFETS and

NPN transistors driven by,
759–762

negative boost regulators,
761, 763

negative buck regulators, 760,
762

negative-to-positive polarity
inverters, 761–762

output capacitor selection,
765–766

output diodes, 767
output inductor selection,

764–765
positive-to-negative polarity

inverters, 761, 763
LT1270A regulators, 791
LT1376 regulators, 775
LTC1148 regulators

block diagrams, 777–780
burst-mode operation, 781
high-efficiency buck, 775–777
line and load regulation, 780
peak current and output

inductors, 780–781
LTC1159 regulators, 791
LTC1174 regulators, 790

M
MA core, 525–529
magnetic-amplifier postregulators

blocking and firing times,
519–520

core losses and temperature
rises, 523–524, 529–537

core resetting, 520–521
design example, 534–539
gain, 539–540
introduction, 511–513
linear and buck, 513
push-pull output, 540
PWM and error amplifier,

540–544
slave output voltage shutdown,

521–522
square hysteresis loop core,

522–529
voltage regulation, 520–521

magnetic amplifiers
introduction, 513–516
square hysteresis loop core,

516–519
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magnetic ballasts, 699–700
magnetic core in half-bridge

converters, 105–106
Magnetic Material Producers

Association (MMPA), 289
magnetics

flyback converters, 135–136
forward converters, 86–90
full-bridge converters, 113–115
half-bridge converters,

105–107
magnetizing force in chokes, 361
magnetizing inductance in

push-pull topology, 53–55
Mapham, Neville, 248
master output

distributed power systems, 787,
790–791

push-pull topology, 45–50
matching power transistors for

flux imbalance correction,
57–58

Maxim Integrated Products, 748,
787–791

maximum flux change in power
transformer design, 61–63

maximum gate voltage in
MOSFETs, 484–485

maximum on time
full-bridge converters, 113–114
half-bridge converters, 105–106
power transistors, 60–61

maximum voltage stress
flyback converters, 131–132
forward converters, 82–83

MB core, 516, 525–529, 534–536
MC 34261 chips

frequency and inductor, 694–696
logic details, 691–693
sensing and multiplier resistors,

696–697
McLyman, Colonel Wm. T.,

339, 359
mean length per turn (MLT),

350–352
mechanical characteristics in

IGBTs, 504–508

medium AC stress, choke design
for, 392–393

mercury in fluorescent lamps,
703–705

Metal Oxide Field Effect
Transistors. See MOSFETs
(Metal Oxide Silicon Field
Effect Transistors)

Metglas 2714A material, 524–529,
531–532

Metglas materials, 276
Micrometals cores

current-fed topology, 737
current feed inductors, 722,

724–727, 729
micropower regulators, 782–784
mid-range applications, choke

materials for, 369
Miller effect

IGBTs, 501–502
MOSFETs, 464–467, 469, 485

mils, 63, 65
minimum DC input for

flybacks, 152
minimum output resistance for

flyback converters, 131
minimum-parts-count

flybacks, 278–280
minimum trigger period selection

in resonant converters,
251–252

MJ13330 bipolar transistors, 72
MLT (mean length per turn),

350–352
MMPA (Magnetic Material

Producers Association), 289
modulator gain in LC filters,

571–572
Molypermalloy (MPP) cores

#40 iron powder E core, 404
choke materials, 368–370,

372–374
copper loss–limited choke

design, 395
current-fed topology, 737
current feed inductors, 722,

724–726
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flyback converters, 135–136,
138–145, 149

magnetic amplifier
postregulators, 525–528

powder, 388–394
toroidal, 737

MOSFETs (Metal Oxide Silicon
Field Effect Transistors)

basics, 459–461
buck regulators, 775–777
buck voltage-fed, full-wave

bridge, 192
characteristics, 423–424
conduction losses, 71
current ratings, 477–480
drain current vs. drain-to-source

voltage, 461–463
drain-to-source body diodes,

485–487
flux imbalance correction, 58
flyback converters, 131, 211–212,

216–217
forward converters, 83
gate drive circuits, 468–472
gate voltage rise and fall times,

467–468
half-bridge converters, 105
IGBTs. See Insulated Gate

Bipolar Transistors (IGBTs)
impact on designs, 458–459
industry changes, 458
introduction, 457
LT1170 driving, 759–762
LTC1148, 779–780
maximum gate voltage, 484–485
Miller effect and gate currents,

464–466
“on” state resistance, 461,

463–464
paralleling, 480–482
power transformer design,

67–69
push-pull topology, 52, 71–72,

483–484
resonant forward converters,

612–614
switching losses, 546

switching losses without
snubbers, 547–548

switching speed, 476–477
temperature characteristics and

safe operating area limits,
473–477

turn “off” dissipation, 192
turn “on” transients, 191–192
universal input flybacks, 149
voltage-fed, PWM full-wave

bridge, 188
MPP cores. See Molypermalloy

(MPP) cores
MTH7N45 MOSFETs, 479–480
MTH13N45 MOSFETs, 479–480
MTH15N20 MOSFETs, 466
MTH30N20 MOSFETs, 72
MTM7N45 MOSFETs, 461–465,

468–469
MTM15N40 MOSFETs, 462, 464
MTM15N45 MOSFETs, 474
Mullet, C., 521
multiplier resistors for MC 34261,

694–696
MUR405 diodes, 433–434
MUR450 diodes, 433–434

N
N-channel IGBTs, 489
N-channel MOSFETs, 459–460
NAND gates

LT1074, 770
LTC1148, 779

negative boost regulators, 761,
763, 771–773

negative buck regulators, 760, 762
negative feedback loops in boost

regulators, 34
negative glow (NG), 708
negative-to-positive polarity

inverters, 761–762
Nelson, C., 783
noise

common-mode, 343–344
push-pull topology, 649

nominal striking voltage in
fluorescent lamps, 711
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nomograms
gapped ferrite E core design,

375–377, 380–381,
383–384, 386

inductor design, 338–339
line filter inductors, 348–350

non-dissipative snubbers, 553–554
non-overlap mode flyback

topology
basic operation, 212–213
flyback transformer, 218–219
output stage and transformer

design, 215–218
output voltage ripple and input

current ripple, 214–215
output voltage vs. “on” time,

213–214
non-punch-through (NPT) type

IGBTs, 491–492

O
off-voltage stress in forward

converters, 82–83
offline converters, 72
“on” state resistance of MOSFETs,

461, 463–464
“on” time

bipolar power transistor base
drive current, 424–426

continuous-mode flybacks,
149–150

flyback converters, 124
forward converters, 78–80
full-bridge converters, 113–114
half-bridge converters, 105–106
non-overlapping flyback

topology, 213–214
overlapping flyback topology,

221–224
power transistor selection, 60–61

open-loop gain
conditional stability, 593–595
error-amplifiers, 572–573
gain-frequency curves, 567–568

operating and storage junction
temperature range in
IGBTs, 498

operating frequencies in buck
current-fed full-wave
bridge, 206–207

operating modes
flyback converters, 121–122
resonant converters, 614–616

operating voltage for fluorescent
lamps, 711–713

optimum efficiency
#40 iron powder E core

chokes, 411
buck regulator switching

frequency, 20–21
oscillation, loop, 563–572
oscillators

current-fed parallel resonant
half-bridge, 740

DC/AC inverters, 716
housekeeping supplies. See

Royer oscillator
housekeeping supplies

voltage-fed series resonant
half-bridge, 743

oscillatory ringing in push-pull
topology, 650, 659–660

output capacitance in IGBTs, 500
output capacitors

boost regulators, 33
buck current-fed full-wave

bridge, 205
buck regulators, 27–30
flyback converters, 134–135, 146
forward converters, 94, 101
low-input-voltage regulators,

765–766
LTC1148, 781
push-pull topology, 74–75
with UC 3854, 688–690

output common in housekeeping
power supplies, 261–262

output current-power relations in
flybacks, 150–152

output diodes in
low-input-voltage
regulators, 767

output filters
buck regulators, 21–25
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double-ended forward
converters, 98

forward converters, 93–94
full-bridge converters, 115
half-bridge converters, 107
interleaved forward

converters, 101
LC, 567–572

output inductor current
disturbance response, 179
push-pull topology, 656

output inductors
buck voltage-fed, full-wave

bridge, 190–191
current-mode control,

172–175
forward converters, 93–94,

638–639
low-input-voltage regulators,

764–765
LTC1148, 780–781
push-pull topology, 73–74
with UC 3854, 687–688
voltage-fed, PWM full-wave

bridge, 185
output load in flyback

converters, 124
output power

doubling, 302–304
equation converters, 306–317
forward converters, 81–82
full-bridge converters,

114, 306
half-bridge converters, 106,

304–306
push-pull topology, 299–304
relations derivation, 295–299

output power limits
double-ended forward

converters, 96–97
forward converters, 83–84
half-bridge converters, 111
interleaved forward converters,

98, 100
push-pull topology, 71–72

output resistance in flyback
converters, 131

output ripple voltage
non-overlapping flyback

topology, 214–215
push-pull waveforms, 647–650

output voltage spikes in flyback
converters, 145–146

output voltages
continuous-mode flybacks,

149–150
Cuk converters, 256–257
flyback converters, 124
forward converters, 78–81
non-overlapping flyback

topology, 213–214
overlapping flyback topology,

221–224
with UC 3854, 684–685

outputs
Cuk converters, 259–260
current-mode control, 164
non-overlapping flyback

topology, 215–218
overdamped circuits, 565
overlap mode flyback topology

basic operations, 219–221
design example, 224–226
output/input voltages vs.

on-time, 221–224
turns ratio selection, 222
voltages, currents, and wire

size, 226–227
overlap power transistor losses,

69–70
overload current protection in

IGBTs, 503

P
P-channel MOSFETs, 460
P type core, 731
packages, 513

ballasts, 744–745
LT1074, 773–774
thermal considerations, 756–757

parallel operation
current-mode control

outputs, 164
IGBTs, 493
MOSFETs, 480–482
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parallel resonant converters
(PRCs), 609, 616–622

parasitic resistance of output
capacitors, 27–28

Paschen, Friedrich, 706
Paschen curve, 707–708
Paschen’s law, 706–707
peak current

LTC1148, 780–781
power transformer design

calculations, 63–64
SCRs, 252–253
series-mode line filter inductor

RFI, 353
UC 3854 limiting, 690

peak flux density
at higher frequencies, 314–315
transformer selection, 294–295

peak to average current ratio
effect, 176–178

Permalloy materials. See
Molypermalloy (MPP)
cores

permeability
#60 Kool Mμ E cores, 415
choke materials, 371–373
copper loss–limited choke

design, 395, 399
flyback converters, 136–145
powder cores, 387–388, 391–394
rod core inductors, 356–357
swinging chokes, 417

PFC. See power factor correction
(PFC)

phase margin
in error-amplifier gain, 572
loop oscillation, 563, 567

phase shift
current-mode control, 173
error amplifiers, 575, 580–581,

587–588
from zero and pole locations,

579–580
phosphors in fluorescent lamps,

703–705
plateau voltage in IGBTs, 501
PNP series-pass transistors, 9–10

polarity inverters
boost regulators, 40–43
distributed power systems, 790
negative-to-positive, 761–762
positive-to-negative, 761, 763,

770, 772
poles in error amplifiers, 575–576

gain slope, 576–578
phase shift, 579–580, 587–588
transfer function, 578–579,

588–590
portable electronics, regulators for.

See low-input-voltage
regulators

positive column (PC), 708
positive-going ramp voltage for

slope compensation, 181
positive-to-negative polarity

inverters, 761, 763, 770, 772
postregulators,

magnetic-amplifier. See
magnetic-amplifier
postregulators

pot cores, 289, 291–292
current-fed topology, 729
interchangeability, 316–317
output power equation

converters, 308, 311
powder core chokes, 360–361,

387–388
#8 iron powder E core, 412–413
#40 iron powder E core, 404–412
#60 Kool Mμ E core, 413–417
buck regulators, 27
copper loss limiting, 391–392
core geometry, 393–394
core loss limiting, 392
current feed inductors, 722–726
high AC stress applications,

368–374
introduction, 403
loss properties, 389–391
material cost, 394
medium AC stress applications,

392–393
saturation properties,

388–389, 393
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selection factors, 388
swing choke design, 417–421

powder rod core filter inductors,
353–358

powder toroid cores, 395–403
power

flybacks, 150–152
forward converters, 295–299
full-bridge converters, 114
half-bridge converters, 106
UC 3854, 685–687

power dissipation by series-pass
transistors, 6–7

power factor correction (PFC),
671–672

ballast circuits, 715
basic circuit details, 673–675
continuous-mode vs.

discontinuous-mode boost
converters, 676–678

line input voltage regulation,
678–679

load current regulation, 679–681
MC 34261, 691–697
UC 3854, 681–691

power factor overview, 669–671
power limits for forward

converters, 83–84
double-ended, 96–97
half-bridge, 111
interleaved, 98, 100

power losses
gapped ferrite E core choke

design, 382–383
IGBTs, 505

power switch current in
LT1170, 751

power train efficiency, 295
power transformer design, 59

core selection, 59–60
current calculations, 63–67
forward converters, 90–93
maximum flux change, 61–63
power transistor on-time

selection, 60–61
primary turns selection, 61
relationships, 59

secondary turns selection, 63
transistor voltage stress and

leakage inductance spikes,
67–69

power transistors
flux imbalance correction,

57–58
forward converters, 82–83
losses, 69–71
power transformer design,

60–61
voltage-mode control, 167

PQ cores, 289, 292–294
interchangeability, 317
output power equation

converters, 309, 312
preheat lamps, 699, 705
preregulated current-fed Royer

oscillators, 277
primary current

forward converters, 81–82
full-bridge converters, 114
half-bridge converters, 106
power transformer design,

63–64
primary inductance in flyback

converters, 131
primary resistance in flux

imbalance correction, 57
primary rms current

flyback converters, 132
forward converters, 91–92
power transformer design,

64–67
primary turns

double-ended forward
converters, 97–98

flyback converters, 130
forward converters, 90–91
full-bridge converters, 113–114
half-bridge converters, 105–106
interleaved forward converters,

100–101
power transformer design, 61

primary wire size
full-bridge converters, 114
half-bridge converters, 106–107
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proportional base drive Baker
clamps, 443

design example, 449–450
holdup capacitors, 447–448
operation, 443–445
quantitative design, 446–447
transformer primary inductance

and core selection, 449
proximity effects, 328

coil adjacent layers, 330–333
copper losses, 320–321
Dowell curves, 333–337
half-bridge converters, 110
mechanism, 328, 330
toroidal core transformers, 737

PT type IGBTs, 491–492
pulse-width-modulating (PWM)

chips
current-mode control, 162,

169–170
housekeeping power supplies,

261–262, 265
thermal considerations, 756
voltage-mode control, 165,

167–168
pulse-width modulators

full-wave bridge, 184–188
gain, 570–571
magnetic amplifiers,

540–544
pulse widths in push-pull

topology, 45–46
pulsed collector current rating for

IGBTs, 496–497
punch-through (PT) type IGBTs,

491–492
push-pull topology

ballasts, 737–740
basic operation, 45–48
buck current-fed, 206–208
DC/AC inverters, 717–722
flux imbalance, 50–52, 163
flux imbalance correction,

56–58
flux imbalance indications,

52–55
flux imbalance tests, 55–56

flyback current-fed. See flyback
current-fed push-pull
topology

magnetic amplifier output, 540
master output inductor

minimum current
limitations, 49–50

MOSFETs in, 52, 71–72, 483–484
output inductor design, 73–74
output power and input voltage

limitations, 71–72
output power relations, 299–304
power transformer current, 63–67
power transformer design

relationships, 59–63
power transformer transistor

voltage stress and leakage
inductance spikes, 67–69

power transistor losses, 69–71
primary peak current

calculation, 63–64
slave line-load regulation, 48–49
slave output voltage

tolerance, 49
push-pull topology waveforms

AC switching loss, 650–651
basic operations, 47
double turn “on,” 658–659
drain currents, 647, 650–659
drain-to-source voltages,

642–647, 652–655
drain voltages, 659
flux locus, 644–647
flyback current-fed, 208
gate voltages, 647, 656–657
introduction, 640–641
oscillatory ringing, 650
output inductor current, 656
output rectifier, 73
output ripple voltage, 647–650
rectifier cathode voltage,

647–650, 656
ringing, 659–660
transformer center tap currents,

642–644, 652–655
transformer secondary currents,

656–658
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R
radio-frequency interference

(RFI), 5
ballast circuits, 715
flyback converters, 129
forward converters, 83
line filter inductors, 341–343,

352–354
pot cores, 291
from power factor correction,

672
RM cores, 293
SCRs, 239

ramp amplitudes for
continuous-mode
flybacks, 152

rapid-start fluorescent lamps, 699,
703–705, 712, 720, 740

RBSOA (reverse-bias safe
operating area)

IGBTs, 497
and spike voltages, 556–558

RCD snubbers
capacitor size, 550–551
design example, 551–553
operation, 548–550
positive supply rails, 552–553
single-ended flybacks,

660–661
transformer lossless, 558–559

real power, 669
rectangular current waveshapes

skin effect, 327–328
rectifiers

ASCRs, 230–234, 236–237
ballasts, 745
capacitive, 353
half-bridge converters,

103–105
push-pull cathode voltage,

647–650, 656
push-pull currents, 656–658
SCRs. See SCR resonant

converters
regulators

boost. See boost regulators
buck. See buck regulators

low-input-voltage. See
low-input-voltage
regulators

relative core permeability,
415

relays in half-bridge converters,
105

remanence, 88
reset winding rms

current, 92
resetting magnetic amplifier

postregulators,
520–521

residual flux, 88
resistance

AC/DC resistance ratios,
324–330, 333–337

flux imbalance correction, 57
flyback converters, 131
gapped ferrite E core choke

design, 382
IGBTs, 504–505, 507–508
line filter inductors,

347–349
MOSFETs, 461, 463–464
skin effect, 323–330

resistors
MC 34261, 694–696
snubber dissipation, 203

resonant converters
conclusion, 627–628
continuous-conduction

mode, 615
forward, 609–614
half bridge. See half-bridge

resonant converters
introduction, 607
operating modes, 614–616
overview, 608–609
SCRs. See SCR resonant

converters
resonant sinusoidal anode current,

235–240
reverse base currents

Baker clamps, 437–439
bipolar power transistor base

drives, 427
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reverse-bias safe operating area
(RBSOA)

IGBTs, 497
and spike voltages, 556–558

reverse collector-emitter
breakdown voltage for
IGBTs, 499

reverse recovery time for buck
regulators, 20

reverse transfer capacitance in
IGBTs, 500–501

reverse voltage spikes, 427–430
RFI. See radio-frequency

interference (RFI)
right-half-plane-zeros in transfer

function, 36–37
ringing chokes, 31
ringing in push-pull topology, 650,

659–660
ripple

#40 iron powder E core chokes,
404–405

Cuk converters, 258–259
in error-amplifier gain,

573–574
flyback converters, 146
gapped ferrite E core choke

design, 376–377
low-input-voltage regulators,

766
non-overlapping flyback

topology, 214–215
push-pull topology, 647–650

RM cores, 289, 292–293
interchangeability, 317
output power equation

converters, 309, 312
rms current

flyback converters, 132
forward converters, 91–93
half-bridge converters, 106–107
non-overlapping flyback

topology, 217
overlapping flyback topology,

226–227
power transformer design,

64–67

rod core, 353–358
Royer oscillator housekeeping

supplies
basic operation, 266–268
current-fed, 271–274, 277
drawbacks, 268–270
square hysteresis loop materials,

274–278
ruggedness of IGBTs, 491–492
run dry inductors, 22

S
S7310 SCRs, 230–231, 233
safe operating areas

IGBTs, 497
MOSFETs, 473–475

sampling networks in LC filters,
571–572

saturation, core
choke materials, 369–371
flyback converters, 130–131,

137–138
line filter inductors, 343
powder core, 388–389, 393

savings from fluorescent lamps,
701–703

Schottky diodes
boost regulators, 753, 764
buck regulators, 31
push-pull technology, 47

SCR resonant converters
Cuk converters, 254–260
discontinuous mode, 615
half-bridge, introduction,

240–241
housekeeping. See

low-output-power
housekeeping SCR
resonant converters

introduction, 229–231
SCR and ASCR basics, 231–234
series-loaded half-bridge,

240–248
single-ended half-bridge,

249–254
sinusoidal anode turn “off”

current, 235–240
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secondary breakdown, snubber
circuits for, 555–558

secondary currents
forward converters, 81, 92, 132
interleaved flybacks, 156
power transformer design,

65–66
secondary turns

double-ended forward
converters, 98

flyback converters, 130
forward converters, 91
full-bridge converters,

114–115
half-bridge converters, 107
interleaved forward converters,

101
power transformer design, 63

self-oscillating circuits
current-fed parallel resonant

half-bridge, 740
housekeeping power supplies,

262, 265
semi-regulated outputs in buck

regulators, 30–31
sensing resistors for MC 34261,

694–696
series-loaded SCR half bridge

resonant converters
basic operation, 240–244
design calculations, 245–247
design example, 247–248

series-mode line filter inductors,
352–353

ferrite and iron powder rod
core, 353–355

high-frequency performance of
rod core, 355–356

series-parallel resonant
converters, 622–623

series-pass regulators. See linear
regulators

series-pass transistors
linear regulators with, 9–10
power dissipation, 6–7

series resonant converters (SRCs),
609, 616–621

SG1524 chips, 165, 167–168,
469–470, 583

SG1524B chips, 165
SG3524 chips, 452
shimming core halves, 293
shunt-loaded SCR resonant

converters,
240–242, 248

shutdown of magnetic amplifier
postregulators, 521–522

signal-level low power inductors,
340–341

silicon controlled rectifiers. See
SCR resonant converters

simultaneous conduction
problem, 198

single-ended flyback waveforms,
660–666

single-ended SCR resonant
converters

design example, 253–254
minimum trigger period,

251–252
overview, 249–250
peak SCR current and LC

components,
252–253

SCR turn “off,” 235–240
single-pole rolloff, 597
single pulse avalanche energy in

IGBTs, 497–498
sinusoidal line current with

UC 3854, 682–684
sizes

core. See core size
wire. See wire size

skin effect
AC/DC resistance ratio,

324–330
introduction, 320–323
quantitative relations,

323–324
slave output

distributed power systems, 787,
790–791

forward converters, 80–81
line-load regulation, 48–49
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slave output (Cont.)
magnetic-amplifier

postregulators shutdown,
521–522

push-pull topology, 45–49
sleeping mode in LTC1148, 781
slope compensation in current-

mode control, 179–183
small-signal analysis in

current-mode control,
172–175

Snelling, E., 331
snubbers

leakage inductance spikes,
67–68

load line. See load line shaping
snubber circuits

single-ended flybacks, 660–661,
665–666

turn “on,” 201–204
solid ferrite core, 136–137
sources in MOSFETs, 460
space factor, 295–296, 298
spectral distribution of energy in

fluorescent lamps, 706–714
spikes

bipolar power transistor base
drive current, 425–427

bipolar power transistor base
drive voltage, 427–430

flyback converters, 145–146
forward converters, 635–639
leakage inductance, 67–69
push-pull topology, 642
Royer oscillators, 268
snubber circuits for, 555–558

square cores, 293
square hysteresis loop core

magnetic amplifiers, 516–519,
522–529

Royer oscillators, 274–278
Square Mu 79 material, 523
Square Permalloy 80 material

flyback converters, 136
magnetic amplifiers, 523–525,

531, 544
Royer oscillators, 276

SSOA (Switching Safe Operating
Area) in IGBTs, 497

stabilization, loop
current-control mode, 172–175
magnetic amplifiers, 783,

785–787
UC 3854, 690

stable circuit gain factors, 563–572
staircase saturation effects, 50–52
standard telephone industry

power sources, 71
starter devices for fluorescent

lamps, 705
static electrical characteristics in

IGBTs, 498–499
Steigerwald, R., 616, 619, 621
step-down regulators, 31
strobe effects from fluorescent

lamps, 700
swinging chokes, 393

design, 418–421
flyback converters, 139
overview, 417–418

switching frequency for buck
regulators, 20–21

switching losses
buck regulators, 16–20
DC/AC inverters, 720–721
IGBTs, 491–492
introduction, 545–546
power transistors, 69–72
push-pull topology, 650–651
RCD turn “off” snubbers,

548–553
transistors without snubbers,

547–548
waveforms, 637

Switching Safe Operating Area
(SSOA) in IGBTs, 497

switching speed of MOSFETs,
476–477

switching times and energies in
IGBTs, 502–503

symbols, 793–795
symmetrical circuit layout in

MOSFET paralleling, 482
symmetrical IGBTs, 491
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T
tantalum capacitors, 766
telephone industry power

sources, 71
temperature and thermal

considerations
#8 iron powder E core chokes,

413
#60 Kool Mμ E cores, 416–417
area product temperature rise

method, 401
choke design, 367
core losses, 287, 289
energy density temperature rise

method, 400–401
gapped ferrite E core choke

design, 383
IC regulators, 756–758
IGBTs, 493, 495, 504–508
line filter inductors, 347–348
LT1074, 773–774
magnetic amplifier

postregulators, 523–524, 529
MOSFETs, 473–477
swinging chokes, 420–421
transformer calculations, 315,

317–320
TO3 case, 513
TO66 case, 513
TO220 case, 513

LT1074, 773–774
thermal considerations, 756–757

Top Switch range of products, 129
topologies overview, 3–4

boost regulators, 31–40
buck regulators. See buck

regulators
Cuk converters. See Cuk

converters
current-fed. See current-fed

topologies
current-mode. See current-mode

control
flyback converters. See flyback

converters
forward converters. See forward

converters

full-bridge converters. See
full-bridge converters

half-bridge converters. See
half-bridge converters

housekeeping. See
low-output-power
housekeeping SCR
resonant converters

linear regulators, 4–10
polarity inverting, 40–43
push-pull. See push-pull

topology
SCR resonant converters. See

SCR resonant converters
toroidal cores

choke materials, 374
copper loss–limited choke

design, 395–403
current-fed topology, 730, 737
current feed inductors, 726
flyback converters, 136, 138
KoolMu, 730
line filter inductors, 341–344
powder materials, 388, 393

totem poles for current-mode
control, 170

transconductance
error amplifiers, 602–605
IGBTs, 503
MOSFET paralleling, 482

transfer functions
error amplifiers, 575–576,

578–579, 585–590
flyback converters, 597–599

transformer coupled Baker clamp
circuits, 430–431

current limiting, 438–439
design example, 439–440, 442
integral transformers, 440–441
operation, 431–435
proportional base drive,

443–450
reverse base current, 437–439
transformer characteristics,

435–437
transformer lossless snubber

circuits, 558–559
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transformers
blocking capacitors, 115
center tap currents in push-pull

topology, 642–644, 647,
652–655

distributed power systems,
790

ferrite core geometries,
289–294

flyback, 117–119
forward converters, 97–98,

100–101
introduction, 285–286
losses. See copper losses; core

losses
non-overlapping flyback

topology, 215–218
output power equation

converters, 306
output power relations

derivation, 295–299
output power relations for full

bridge topology, 306
output power relations for half

bridge topology, 304–306
output power relations for

push-pull topology,
299–304

peak flux density, 294–295
power transformer design. See

power transformer design
secondary currents in push-pull

topology, 656–658
temperature rise calculations,

315, 317–320
transient thermal impedance in

IGBTs, 505–506
transients

buck current-fed full-wave
bridge, 195–198

buck voltage-fed full-wave
bridge, 191–193

IGBT overload current
protection, 503

push-pull topology, 72
voltage-fed, PWM full-wave

bridge, 186–188

transistors
bipolar. See bipolar power

transistor base drive
circuits; bipolar transistors

MOSFETs. See MOSFETs (Metal
Oxide Silicon Field Effect
Transistors)

transition frequency in buck
regulators, 27

trigger period for SCR converters,
251–252

turn “off” characteristics in IGBTs,
490–491, 503

turn “off” dissipation, 192
turn “off” losses

introduction, 545–546
load line shaping. See load line

shaping snubber circuits
non-dissipative snubbers,

553–554
RCD turn “off” snubbers,

548–553
without snubbers, 547–548

turn “off” transients
buck current-fed full-wave

bridge, 195–198
buck voltage-fed full-wave

bridge, 193
voltage-fed, PWM full-wave

bridge, 187–188
turn “on” delay time in

IGBTs, 503
turn “on” losses, 545–546
turn “on” snubbers

basic operation, 201–202
component selection,

202–203
inductor charging time, 203
lossless, 204
resistor dissipation, 203

turn “on” transients
buck current-fed full-wave

bridge, 195–201
buck voltage-fed, full-wave

bridge, 191–193, 198–201
voltage-fed, PWM full-wave

bridge, 186–187
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turns and turns ratios
#8 iron powder E core

chokes, 412
#40 iron powder E core chokes,

407–409
#60 Kool Mμ E cores, 414–415
Baker clamp transformers,

435–437
copper loss–limited choke

design, 397–399
flyback converters, 130, 222
forward converters, 78–80,

90–91, 98
gapped ferrite E core choke

design, 378
line filter inductors, 349–352
power transformer design, 61, 63
proportional base drive Baker

clamps, 446
swinging chokes, 419

two-pole rolloff, 597
two transistor

discontinuous-mode
flybacks

area of application, 157–158
basic operation, 157
leakage inductance effect,

159–160
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transfer function, 588–590
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UC3854 power factor correction
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687–688
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constant output voltage,
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current-fed control, 165–171

buck current-fed. See buck
current-fed full-wave
bridge

buck voltage-fed. See buck
voltage-fed full-wave
bridge

current regulation, 164–165,
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introduction, 183–184
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overlapping flyback topology,

221–224, 226–227
push-pull topology, 71–72,

642–660
PWM gain, 570–571
resonant converters, 611
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forward converters, 75–76, 79,
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Royer oscillators, 266, 270,
272, 275
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